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Cette s~rie de conf~rences, nropos~e et soutenue par le Panel de Guidage et de
Pilotaae de 1'AGARD, r~alis~e au titre du Programme d'Echanges et de Consultations, sera
consacrie A examiner l impact des techniq~ues et technologies nouvelles dans les syst~mes
de missiles sol-air. Les exposes se placeront au triple point de vue de l'analyse, de la
synth~se et de la simulation des systentes. Mais le sujet 6tant immiense, ils se lirniteront
pour lessentiel aux aspects de guidage et de pilotage des missiles.

Immense, le sujet lVest d'abord par son importance. Certains 6v~nements des der-
ni~res ann~es ont mis en 6vidence cue dans toate forme de baLaille, face A des myn
d'attaque e lsnpu diversifi~s et efficaces, les syst~mes de d~fense jouaient
et seraient appzý16s A ,ouer un r6le d~cisif. Ii est mgme cilair que tout agresseur cher-
cherait d'aborcd A neutraliser les SAMi de la d~ffense, en les d6truisant dL's les premit-res
heures, en les broujillant ou en les leurrant. Le probl~me est de savoir quel niveau de
pertes entrainent pour l'assaillant ces tentatives de neutralisation, et quelle est leur
efficacit6. Les syst~mes de d~fense sont forc-6mont sournis A un processus de perfection-
nementasconstzants et, sous peine d'obsolescence rapide, se doivent dint~arer sans retard
les avanc~es techniques et technologiques dlsrenibles.

Lea d~cideurs sont iralheureusement, dans ce domaine encore plus cue dans d'autres,
confront~s A des contraintes qui ont toutes chances de se faire de plus en plus Desantes:

-c'est d~abord le coaIt grandissant de d~velopoement des syst~mes :les volumes financiers
en cause imposent de ne pas se tromper dans les choix essentiels, et rendent les solu-
tions de rattrapage difficiles et incertaiiie-5 Ii s'6coule tie Vordre de sept ann-1es
entre les premieres decisions et la fabrication de s~rie pour un grand programmue :la0
pr6vision technologique doit r~tre clairvoyante et les riscrues techniques correctement
4ývalu~s ;n'en pas prendre est se condamtner A r~aliser un s,'-stL~me pr~matur~ment vieilli;
en prendre de d~raisonnables est une assurance d'tchec

-en m~me temps, la progression et le renouvellement des techniques se font de plus en
plus rapides :elles ne cessent de naltre, de se d~velooper, de se n~rimer, souvent de
renaltre :en matit're de Capteurs d'informations, le radar et lea proctd~s 6lectro-
optiques ont engag6 une course pours--ite ;pour le guidaqe des missiles, t~ldscomrnande
et autogilidage se concurrencent et font l'objet de modes, mais aussi de perfectionne-
ments successifs en ce qul concerne le pilotage, les comenandes a~rodynamiques riva-
lisent avec les jets de gaz ;enfin, pour limiter 1A cette 6ntrn~ration, lea structures
de traiternent de l'information se fo-nt incroyablement petites et puissantes, oivrant
sans cesse des perspectives nouvelles.

C'est pariri ce foisonrnement des techniq~ues et des technologies que les choix9
d~cisifs, A l'aube d'un grand procramm~e, doivent 8tre faits, sachant au'ils ep:)agent
des sommes consid~rables et qu'lls conditionnent irrSversiblemnent ls r~ussite. Heureu-
sement, Pour le salUt des Dauvres d~cideurs, Dieu cr~a la simulation. Gr~ce A elle un
syst~me pput 6tre essay6 avant d'existor, dana sea comoosants et dana son ensemble.
Les n~thoc -5 et les rnoyens 3e simulation, oO les calculateurs nurn4ýiaues 3ouent tan
r~le essertiel, ont connu, ces derni~res ann6es, un essor consid~rablo. On peut distin-
guer les simrulations technicues o3 los composants du syst~me, canteurs d' inforr'~at ions,

* ~poin'teurs, missiles, processeurs de tratterment des informations, sont repr~scnt~s d'une
manic~re fine, et les simulations tacticues oO le systerre est 6valu6 face S une monaco
et dana un envi ronnement sinul~s. Un efifort dQ plus en plus crand doit 6tre fait pour
mettre ontre I es mains do ceux qui ont A prendre des d6c~isions des cutils et des aides
de nature op~ratlcnnelle, Einanci~rv et technicue. Ainsi peut-on esp6rer iu'en r~sulte-
ront les rhoix les rroilloura.

Trois des neuf expras~s qui cony psent ces "Lecture S~ries" aeront consacr~s 6
la m&'chodologie de d6veloppement des syst~nes do defense, et aux simulations int~grant

* ~ou non des 61ements reels. Les autros tralteront des perfectionnements arport~s aux
missiles dails leur uuidaue, lour pilotado et leur charoe militaire.

On no saurait. regretter oue lea cornf~rences n'aburdont pas lea problý.re a corm-
plexes des capteura d'information et du traiterrent des donnfos. Le programm-e r~parti
sur deux journ6es est d~jS fort charq(6 ct rrieux vaut Atre incorrplet ouc superficiel.
Ncr. pas que ces doraines ne fassent l'objet d'(volutions tro~s ra-3ides, au contrairo.
Thacun doentre eux pourrait 6tre le th~rno d'une nouvelle s~rie de conf~rences. Citons
quelqiies exernples on 6chantillonnar'. ir~s aorimairer'ent



- lea antennes A balayage 6lectronique abolissent la distinction entre radars de veille
et radars de poursuite et font des radars multifonctions les sviiseurs tous temps
capables A la fois de d~tecter les objectifb dans un environnement difficile, y com-
pris dans des conditions de brouillaqe s~v~res, et de les noursuivre ensuite, quel
que soit leur nombre, en faisant sur eux des mesures de localisation pr~cises;

- les antennes synth~tiques plaqudes sur la structure d'un missile fournissent des per-1 formances bien sup~rieures A celles d&une petite antenne classique.et, en mame temps,
permettent de donner A l'avant du missile la forme optimale que requiert l'a~rodyna-
mique ;

- le d~veloppement enfi~n rapide des lasers dans le sens d'une miniaturisation pouss~e,
de puissances accrues, de fr~quences de r~p~tition 6lev~es 6tend le champ des appli-
cations ; ii est maintenant possible, sous condition d'une visibilit6 m~t~orologique* j convenable, de faire des iresures pr~cises sur un objectif A 15 km au mains;

- les progr~s tras remarquables de l'imagerie infrarouge, qui utilise des barrettes ou
des matrices, CCD ou non, au nombre de cellules d6tectrices de plus en plus 6levd,
permettent aux techniques 6lectro-optiques de rivaliser avec le radar et de le compl6-
ter, dans le domaine courte et tr~s caurte oort~e, taint pour la recherche des cibles
que pour leur poursuite au sal ou dans les autotlirecteurs.

* - enf in les microprocesseurs modernes apportent sous un volume tras riduit des puissan-
ces de calcul consid~rables tant dans les mat~riels au sal que dans les missiles pour
le traitement du signal et tous les problames de filtrage et de cornmande ; c'est grace
2eux en particulier qu'il eat possible de mettre A bard des autopilotes digitaux

adaptatif a qui augmentent consid~rablement lea performances des missiles dans de larges
plages de vitesse et d'altitude ; d'ailleurs plusieurs des exposds gui suivent suppo-
sent que des mayens de calcul assez importants sont disponibles tant pour lea probldl-
mses de guidage que de pilotage et, bien entendu aussi, dans un autre ordre de grandeur,

* pour toutes lea questions de simulation.

Le premier sujet, expos6 par Monsieur GONDET (Soci~t6 MATRA, FRANCE), pose le
problfme essentiel d6jA mientionn6 de la m~thodologie de conception des syst~n'es nouveaux.
Le conf~rencier s'applique A montrer le m~canisme des choix qui ont pr~sid6 au developpe-
ment du syst~me tr~s courtc port~e MISTflAL. Dans un tcl cas, des 6tudes comparatives
multicrit~res p~rmettent de s6lectionner les syst~mes lps plus int~ressants, et d'iden-
tifier les actions qui doivent 8tre lanc~es avant le d~marrage du programme pour lever
certains risques majeurs. Des 6tudes d'analyse des ressources et des 6tudes de march6
d~finissent les choix budgCLaires les plus rationnels. Le d~cideur peut alors retenir le
prcgramzne le plus appropri6 et arr~ter sa planification.

Tr~s technique, la conf~rence duj Pr EAST (Royal Military College of Science,
UNITED KINGDOM) traite des structures des boucles de quidaqe at compare los lois d'ali-
gnement t~l~command~es avec les lois de navigation des missiles autoquid~s. Dants los
structures en alignement, le Dr EAST montre qu'il est possible et indispensable d'utili-
s~r en commande directo les acc~l~rations cin~matiques calculdes, et de r~duire au mini-
mum n6cessaire les bandes passantes des boucles de quidage et de pilotage. Urie m~thode
de conception aid~e par calculateur est oxpos~e, pour obtenir des caract~ristiques epti-
males et adaptativos, grace I des structures qul tol~rent des commutations de lours
coefficients.

La conf~rence do Monsieur DURTEUX (CETA, FRANCE) reviont stir la comparaison entro
syst~mes t~l~command~s ot autuguid~s. En phase terminale, A la condition que la distance

* ~missile - but seit mesur6e, toute loi do ciuidage souhaitable nout 6tre r~ialisft par t6-
il~commande. Si lPon compare los precld6s doi t6lsquidaqo et d'autoguidaqo en naviq'ation
proportionnelle classique, ii apparait une limito en distance en-det; do laquelle le
t6l(~quidaqo r~sisteniieux aux manoeuvres de la cibleo (ue lauteouidaae, ceci 'Itant dtl I
la bande passante limit6e de Ilautodirecteur. Si P'on met en oeuvre, dancs les deux cas,
uiio loi do commando optimale, cette limite existe encore, mais ella n'est due qu'aux
imperfections technelegiques de l'autodirooteur.

Monsieur SELINCE WArospatialo, FRANCE) expose uno conception nouvello du pile-
taqe des missiles sol-air. Le dispositif baotis(6 "PIF,PAF" combine laction de jets do
gaz qui cr~enL des forces do commando lat~ralos au niveau du centre de qravit(' du missile
avec cello do gouvornes a~rodynamiques classiques. Los avantages des deux proc~'d~s so
cumulent, et i'on ebtient un temps de ri~ponse tr~s court et des lc6rtin at~'rales
importantes m~me A faible vitesse ot hasute altitude, la rapiditC6 de'x~cution du PIF comn-
blant l'erreur dynamique de las.:ervissomcit PAF. II en r~sulte uno diminution importan-
to de !a distance de passage centre des cibies tr~s maneeuvrantes.

En d6but de deuxi~me journ~e, le Doctour m',TDER (I'S Army Miorile LaILcritjry)
reviont sur le probl~me des choix techniques et des m~thodes do develo;ppoment pour des
syst~lmes modornes sophistiquus utilisant des missiles quid6s. 11 montre rcor-mont des
simulateurs pormettent do tester le syst("me et en particulier It, missile oýt son auto-
dirocteur dans lour environnement cemplot r-lectro-opthiuo, infrarnucro ot hyperfrequen-
ces, avec uno repr~isentation dynamique do lonoia7crment do la cible par Ile missile;

* cos simulations remplacent ot completent Ic-s ossais o n vol (Iui devioodraient d'un coilt



1-3

total prohibitif s'lls constituaient les seuls instruments de c(6veloppernent, en parti-
culier lorsqu'il faut rnesurer l'efficacit6 de contre rresures ou de contre-contre mesures.
Les d~cisions dans le programme, les modifications do conception, les an,~1iorations,
l'dvaluation du systdeme peuvent ittre analysees et 6tayees gr~ce A des milliers d'essais
sirnules, en boucle ouverte Cu fermee, avec introduction ou non des tlements mattriels
du asteno.

L'expos6 de Monsieur SANTI (SELENIA Industrie, ITALIE) montre nrtcts6ment comn-
mnent les techniques de simulation mattant en oeuvre a la fois des calculateurs num~ri-
ques et des 61lements reels ont permis de dievelopper et de6valuer le systc'me de d~fense
courte portee SPADA.

Monsieur DESM4ERC7ER (TIIOMSCNJ-CSF, FRANCE) et le Docteur BATY (B.D.M. Corporation,
U.S.A.) traitent des autodirecteurs 6lectrornagnetiques et des phenomenes qui induisent6
des erreurs dans la mesure des paramndtres de la cible. Le premier expose slinteresse
surtout aux inevitables imperfections d'un autodirecteur, les fnurt~re et en analyse
les consequences. Le deuxierrme examine les effets de contre mesures oui utilisent les
caracteristiques de rdflexion des terrains.

Enfin le Docteur HELD (M.B.B., R.F.A.) approfondit --e cui constitue Vl'utirne
finaiit6 d'un syst~rme de missiles .guidt~s, c'est-A-dire la valeur de la charge militaire.-
Son expos@ inontre les 6volutions techniques Pn cours, et les perspectives dans le domnai-
ne d~licat d'une parfaite ad6auation entre la precision du guidage, l'exactitude de la
fus~e de proximitO et l'efficacit6 de la charge explosive.

Ainsi ces expos~s, mettant en relief les Qiverses facettes des systernes de
missiles sol-air, brossent une vaste fresque de la progression des techniques et des
technologies dans ce domaine. Face aux armes d'attaque les plus performantes ot les
plus sophistiquees, la defense a le devoir et le pouvoir dletre efficace et 6tanche.
Les perfectionnements, aussi bien dans les concepts que dans les realisaticns, relancent
pour demain l'antique debat de la lance et de la cuirasse.
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ADVANCED TECHNOLOGY FOR S.A.M. SYSTEMS
ANALYSIS, SYN IHESIS AND SIMULATION

hb

Marc Paulet
'homson-CSF

Division Syst~mes Electrorques
I rue des Niatlurins

,2220 Hagneux
France

The present lecture series, sponsored by the Guidance and Control Panel of
AGARD and implemented by the Consultant and Exchange Programme is devoted to the
introduction of new technologies in Surface to Air Missile Systems. The lectures
will use the three points of view of analysis, synthesis and simulation, but, due
to the magnitude of the subject, they are mainly concerned with the sole aspects
of missile guidance and control.

The magnitude of the subject appears first in its importance. Events of the
last few years have shown that, in any form of battle, the defence systems have
played, and will play, a decisive role vis a vis to more and more diversified and
efficient attack means. Further, it is clear that the attacker will first seek to
neutralize the defence SAM, either by destroying them in the first hours of the battle
or by jamming or deceiving them. The question is then to assess the level of losses
suffered by the attacker during the neutralizing attempt, and its effectiveness.
Therefore, the defence systems are of necessity the object of an endless improvement S
process and, at the risk of obsolescence, have to include without delay the available
advanced technologies.

In this field, still more than in others, decision makers are unfortunately
subject to constraints which in all likelihood will become heavier and heavier

- firstly the increasing development cost : financial bulks involved command to make
no error in the essential choices and rake difficult and uncertain any corrective
action ; for any sizeable project, about seven years are reauired from first deci-
dion to mars product'2n, so that r•-1wdnesq ip , r"st in th -rhnoloqical foresight
and the risk assessment ; for to take no risK is to doom oneself to produce an
already obsolete system, and to tako unreasonable risks warrants failure ;

- in parallel, progress and renewal of technologies go faster and faster : they un-
ceasingly arise, grow, become out-dated and often arise again. For instance, in the
fild of sensors, microwaves and optronics are racine one against the other ; in the
field of misslie guidance, comipand and homing are competind, come into and go out
of fashion, but are also constantly Improved ; in the field -f control, thr'st vecnt'r
control rivals with aerodynamic control surfaces and, to close this list, data pro-
cessing tools are becoming incredibly small and powerful, creating every day new
prospects.

It is among this profusion of techniques and technologies that, at the dawn of S
a project, the decisive choices have to be made, knowina that they engage large amounts
of money and determine irreversibly failure or success. Fortunately, for the salvation
of unhappy decision makers, God created Simulation. Thanks to simulation, a system can
be assessed without existing, in its parts as -:ell as in its whole. Simulation methods
and tools, v hcre diqital computers play the leading part, have experienced these last
years extensive developments. It is possible to distinguish between technical simula-
tioe.s, where system parts, such as sensors, trackers, missiles, data processors, are
modelised in detail and tactical simulationo, where- the system is assessed inainst a S
simulated threat and in a simulated environment. Greater and greater efforts have to
be made to aive the decision makers tnols and assistance for technical, operationil and
financial assessment. The taking of orover aeciicirs is at this cosý.

Out of the nine lectures of the present series, three are concerned with the
rethcdobogv to be used in s,:stem development and with simulations making use - or not -

of actual hardware. The other lectures deal with imorovements brounht to missiles for
guidance, control an~d warhead.

We should nnt recrc-t tha' subject- as s -nsors or data pr-_cesss are ionorei.
Our two day acenda -s alread. wel' filled ard ]laczk of cocqletness is nrefrablc t- lac.
cf deepness. This does not nean that the rentitonned fields are subiicot to fa:;t c*.-
lution, far fror. it. Tndeeud, each cf therr cc-'lcd be the matter fo.r a nmw seri(-; of lc-
tures. Let us list a brief exemple

electronic scan antennas supnress the conventional distiiction between search and S
tracking radars, and make of multifunct~oe radars the all wecather sensor5 canable
of detectina taraoois in difficult environments, this incluclinc heavy jamrmire, and
of tracking a larco number of ther while allow'n• precise localization ocasuremenons



- synthetic aperture antennas plated on missile bodies provide performances well above
those of a small conventional antenna with the additional advantage of allowing the
best aerodynamical shaping of the missile front end

- the long sought for but now fast development of lasers in the way of miniaturization,
increased power and high repetition frequency extends their utilization domain ; it
becomes now possible, subject to proper meteorological visibility, to ob;tain precise
measurements of a 15 km distant target ;

- remarkable progress of infrared displays, using linear or rectangular arrays, C.C.D.
or not, with an increasing number of detectinq cells, make the electro-optical
techniques the rival of radar or its complement in shorl or very short range systems,
for detection as well as for ground and on-board trackina

- lastly, modern microprocessors offer under very reduced volume a considerable computa-
tion power used in ground or missile equipments for signal and data processing ; for
instance, they make possible the implementation of adaptive auto-)ilots providing
satisfactory missile performances in a wide range of speeds and altitudes ; in fact,
several of the lectures assume the availability of large computation means for solving
guidance and control problems, as well as, but here with an other order of magnitude,
for simulation.

Mr GONDET (Soci&t4 MATRA, FRANCE) deals with the first topic, already mention-
ned, of the methodology for the design of a new system. The author describes the mecha-
nism used for the choices made in the development of the very short range system MISTRAL.
In this exemple, comparative studies, based on a number of criteria, lead to select the
most promising candidatu systems and to identify the preliminary actions necessary to
remove some of the major risks. Ressource analysis and market studies determine the most
rational budgetary choices. The decision maker can then pick up the most suitable project
and determine its plan.

Of a highly technical nature, the lecture of Dr EAST (Royal Military College
of Science, UNITED KINGDOM) deals with the structure of guidance loops and compares the
com;and line of sight laws with the navigation laws used in homing missiles. For the
line of sight structures, Dr EAST shows that it is both oossible and mandatory to feed
forward computed kinematic accelerations and to narrow as much as possible tnh band-
width of the guidance and control loops. A computer aided design method is indicated,
for achieving optimum adaptive characteristics, thanks to coefficient switching robust
structures.

Comparison between command and hoLing systems is also the concern of Mr. DURIEUX
(CETA, FRANCE). In terminal phase, and under the condition that the missile to target
range be available, any desired guidance law can be implemented with a command techni-
que. Comparing the two techniques - command and homing - for the well known proportio-
nal navigation, a border line is defined, beyond which command is less sensitive to
target manoeuvres than homing, due to the limited bandwidth of the horning head. If, inboth cases, an optimal command law is used, such a limit still exists, but results then

only from imperfections in homing head hardware.

Mr SELINCE (AEROSPATIALE, FRANCE) describes a new concept in the control of
surface-to-air missiles. The "PII,PAP" system associates to conventiona] control surfa-
ces the action of aas jets creating lateral forces applied near the missile center of
gravity. The advantages of the two devices are then cum,.lated, lcading to vcrv short
response time and large lateral accelerations, even at low speed or high altitude, as
the PIF rapidity makes up for the PAP dynamic error. The result is a notable decrease
of miss distance against highly manoeuvering targets.

At the beginrning of the second day, Dr GRIDER (US Army Missile Laboratory)
comes back to the problem of technical choices and development methods for modern
and sophisticated systems using guided missiles. He shows how simulators can ne used
to test the system or the missile and its seeker in their complete electro-optical,
infrared and microwave environment, with a dynamic represantation of the engagement.
Such slmuluticns supplement and even replace flight testinc %:hjch, uqed alone for
development, would lead to a prohibitive cost, especially when counter or counter-
countermeasures are concerned. Decisions to be taken during the development, reorien-
tations of designs, improvements, system assessment are then studied and supported by
thousands of simulated tests in open or closed loop, with or without actual hardware.

Almost as an illustration, -.ie lecture of Dr ZANTý (SELENIA Industrie, ITALIA)
shows how simulation techniaues includina digital computers and actual hardware have
been used in the development and the assessment of the short ranae system SPADA.

Mr DESMERGER uTHOMSON-CSF, FrANCE) and Dr BATY (B.D.M. Corvoration, U.S.A.)
deal both with microwave homing heads and phenomena leadinc to errors in target para-
meters measurements. The first lecture is mainly concerned with unavoidable seeker
imperfections, gives their list and analyses their conseauences. The second lecture
describes the effectiveness of terrain bounce counteriweasures.



Lastly, Dr HELD (M.B.B. R.FA.) studies thoroughly the ultimate finality
of a guided missile system, namely the warhead. His lecture describes the present
technical evolution and the prospects In the sensitive area of perfect adaptation
between guidance accurart, proximity fuze precision and warhead effectiveness.

All theso lectures, with their display of SAM systems various facets, d-aw -
a wide picture 4 the technological prcoress in this domain. Against the most pc' er- S
ful and sophisticated attack weapons, defence must and can be efficient and tight.
lmprovements in concept as well as in• deslcn reopen for tomorrow the ancient contest
between the armour and the spear.

~1"0
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RESUME

Apris avoir d~crit l~ensemble et l'enchainement des 6tudes qulil est souhaitable de realiser0
avant de lancer le diveloppenent. d'un systirme d'armes nouveau, VeXPoa6 se foo:ýlisera sur une des
6tapes importantes de cette d~marche constitu~e par des 6tudes comparatives multicrit~res de syst~Mes
envisageables pour r~pondre au probl~ne op~rationnel pos6.

Afin dliilustrer leur n~thodologie, une 6tude pararn~trique de syatemes d'armes Sol-kir Tris
Courte Portie (SATCP) dont certaines conclusions ont k6~ primes en compte pour la d~finiticn du
systimp MISTRAL eat ensuite presentee.

1 INTRODUCTION

Pour remplir une misnion donnie, il exiate bien souvent on certain nombre de solutions
techniques potentielles capables de r~pondre au problkoe post et i1 est Important de disposer d'une
m6thodologia d'Analyae de Syatires adaptie de fagon a poovoir etffect.;.er lea choix judioieux avant le
lancement du programme de d~velopPe-nent, c'est-i-dire avant d'engager des volumes financiersimotns

En effet, l'Analyse de S,'stý!r~e a pour but principal d'aider le reaponsasle w'une deoision ak
choisir uoe ligne de conduite, en examinant de fagon syst~matique toos lea aspects de son problime,
en recherchant les objectife visas et lea solutions posaibles, en jes comparant ý la lumiire de leurs
conaiquences, en ut'lisant, un processus appropri6 pour porter un jugement 6clalr6 Sur le probl~me.

C'est ain3i qulavant lp larnoement d'un programme militaire, on certain nombre dl~tudes
d'Analyse de Systimes sont n~ce33aire3 pour iclairer ic d~cideur.

Ces itudes pr~liminairez, que nous prisenterons au chapitre suivant, sont aussi bien de nature
op~rationnelle, rinanciL~re que technique. Parmi ces dern~eres, ji en eat une qui constitue one etape
importante dana le proceasos de d~cisjon Poiaqu'elle 61abore de faqon rationnelle lea il~ments de
choix et identifie lea actions qol doivent 9tre n~cessairement, poursuivies afin de ninimiser lea
niaqoes de d~veloppement du SYat~me. Clest cette 6tape que nous avans choisie de prisenter dana la
suite de la3xpos6, en prenant comme application une comparaison multicritire de syst~mes SATCP.

* 2 ETUDES DIANP.LYSE DE SYSTEMES PRELIHINAIRES AL' LANCEMENT D'UN PFOGRAMME

L'enchalnement, des itUdes constituant lea dirffrentes 6tapes lie l'analyse globale pr~limninalre
au lancement d~un programme eat illustr~e aur !a figure NO 1.

Noos y troovons en amont des 6tudes de prospective technologique qut servent principalement i
asseoir la faisabiliti des SOUa-syst~mes envisageables pour rialiser len ronztion3 du syst~rne compte
tenu de I' horizon de mieen service souhait6, Ces analyses prosPectives Derme-tent de r~al13er un

*premier tnt des technmilses qu I pourront ýtre utills6es pour remnplir certaines ronctions du syst~me
et, pour lea sous-syst~mes retenus, de fixer --ne plage de valeurs possitles des performances
intnins~qosa pouvant itre obtenues. Cer'taines dlentre elles mont bien entendu assortles d'un risque
technique (faisabtllt6 condittonnelle) qui devra itre pria en consid~ration au momnent de
l161aboratton du programme de d~veloppemrent et de llidentif'ication des actions qui doivent ýLre
initialisees avant ceioi-ci (dgveloppements exploratoires) st le syst~rne JuE6 le plus pron!ettnur au
terme de l'arnalyse globale fait appel ý Ces techniques.

Ces 6tudes prospectives servent d'autre part ý d4finir ia racrace potentielie par extrapolationS
A i'Iorizon consid~r6 de la menace actuelle, dont ll~valuation eat un themre permarent d16tudes dana
le cadne de l'anaiyae do contexte 2trat6gique. En effe. cette projection dana le futun de la nenace
esat le plus soovent effectu6e er supposant que la technologie de i'adversatre pct~entiel vs sotvre la
meme evolution que la notne.

L'analyse do contexte strat6giqoe sert d'autre pant A 16flnir ia mission que devra r~a!13er le
Fotur syst~me d'arm~es.

Poss~dant alora one bonne cornaissance des trots facteora que aent le besoin militaiine,
p lenvironnemjent enre-m! et lea P033ibilit63 technologiques, 41 eat slurs possible de derinir ure-

premi~re 6bauche de systirne3 envisageabie3 r~pondant a 'a mission compte teno de is menaCe.



L'.tioeoit6 op4rationnelle de ces syat~mes est onsuito AValu~e au mayan de simulations. Ce
oritire d'"efricaciti" coisprond b~ien sur l'ofiicacit6 intrins~que du syxt~m* d'armes en termes de
probabiliti do destruction main aussi des faotours tels quo la vuln~rabilit4, 1A caPaCitd tou3 temps,
lae tiabilit6, la versatiliti, aet.... Ces AvaluationS servant d'une part A optimiser certains
paramhtros do difinition des systbuos et d'sutre part A Alaborer un catalogue des performances des
syst~moe sinai OPtiMie0e.

Parallhlement A cette prochdure it~rative, Ili-/aluation des CoOts Cd~veloppement, production et
exploitation) do cue diffdrents systbmos oat errfoctu6e ce qui permoet de lea comparer sous J'aspect
0o0t/ericsaoitd. Cott@ analyse cat complit~e par des 6tude3 de 3enaibi2.it6 des r~sultats i certains
paramsitroa syant 6t6 jugis comme secondaires lors do l'analyse prilinminaire.

Cos 6tudes comparatives multicrithros pormettent d'une part de silectionner i1e ou lea 3ystrmtes
Jugis lea plus intiroeaant3 ocempte tanu does crithros d'appr~ciation et d'autre part dlidentifier los
actione qui doiverit impirativosmont atre lanci., prialabloment au d0marrage du programme de faqon 0
lover cortains riequec techniques majeura.

Parailiioment I cotte 6valuetion & carectiro technique, dos 6tudes d'snslyso des ressourcos et
does tudes do isarch# permottront doeffectuor une 4tude de rationalisation des choix budgitaires.

Compte tanu do ces 4limonts financiers et des rksultats de l'analyso comparative des systimes
possible., is dicideur pourra alors, en toute connaissance de cause, choisir 1e programme l~e Plus
approprid ot ditinir as pleniriostion.

3 COMPARAISON MULTICRITERE DE SYSTEP4ES SOL-AIR TRES COUPTE PORTEE (SArCP)

3.1 BUT DE L'ETUDE

L'itude quo nous &von* choisi do prisenter arii, d'illustrer Is mithodologie g~nirale eat une
cctmparainorm multioritires do syst~ines So1-Air guidis & Trhs Court. Portie. 11 a'agissait d'effeotuer-
une 6tudo paramitrique h l'horizon 1985-1990 do la faisabilit6 et do l'efficacit6 do ces syst~me3
ainai quo d'Avaluor 3eura coats.

tiensemble des travaux 6tait destine A

-itablir Is fainabilitd technique des solutions enVisagies,

*ivaluer tottioanit6 intrinsbquo de3 solutions possibles,

j -eatimor l~e co~t global (recherche et d4veloppement, 6quipement et
exploitation) du programme correapondanL A chaque solution possible,

-comparer lea risultats obtenuo dana la perspective d'unz. prise do dicision
our 1R base d~une nomparsison des diveraos solutions d'un point do vue
coft-efricacit6 at do rournir sinsi lea ~il6ments permettant un choix
judicieux (Ion types do aysthumes SATCP los mieux adaptis au contexts
d'omploL opirationnel privu,

j - recommender 1. programme do recherches pruliminairos qulil sorait n~cessaire
dlentreprendre pour disposer, h ).'hortzon corsidiri6, des techniques Indispensables
A la rielisfttion des syatimes lea plus intiressants mis en 6vidence par la
comparaleon coht-etticaciti,

- tre intigri dens une Atude ginirale d~e difenses anti-airionnes i basse et tr&s
basse altitude du chamip do bataille.

3.2 HFTHODOILOGIR DE LIETUDE

L'itude a 6t6 organisie en quatro phases solon le sch~mna, desormais classique pour ur~e 6tude
coflt-offticaiti, prhsont6 eur ls figure NO 2.

Phase 1 DAfinitiori du probl~me et des hypothise3 de base ;recueil des donn4es.

Au cours do cette phase do formulation du probihme on slattache plus particuli~rement
A dorInir et analyser d~uno part lea sp~cirications et conditions op6rationnellcs et
d .autro part lea crit~r-e3 de comparaison qui seront utilis~n par Ia suite. Enfirm, on
identtrie lee fonctlons du syst~rme et les solutions techniques capables de les
realimer.

Phasp' 2 1 Etudes de raisabilIt.4 ; nod~ltsations des 3ous-syst&esmes

A la suite do l'Inventaire technologique r~alLs6 pr~c~demment on 6tudie la

raisabilttiet on mod~iifolea performnhnces intrinsiques JecCes sous-aystenel a

PP_ Mnd.ýltsetton des mynteme3 ivaluation de lerricacit6 ei du ccomt.

Ciatte Ptape cowr'uence p~r une ý4rinition des 3yst~rmes possibles qji sont. ensilte
.ýval-'AA~ suivani len crit~mres (pr~nCipalemnent erricacitt. et czcutý d6f'nis au :!0urs de
la prem!6re phase.
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Phase 4I Comparaison des systimes ;conclusions et recommandations.

A partir des r~aultat3 do 1'6valuation des performances des SYSt4mos, on rdalise une
synthese ayant pour but.:

*de comparer les divers types de syst~mes Sol-Air 3uivant, les critires adopt43, de
fagon I identifier les SYSt&eeS le3 PluS irntiressaflts,

*de d~gager les axes dlefforts et de recherche qu'il serait nicessaire
d'entreprendre pour pouvoir disposer, i l'horizon considiri, des systmeme
pr~cddemment dirinis.

3.3 lire Phase FORMULATION DU PROBLEME

Pour mener A bien cette itude, il a ki nicessaire d63 le dipart de faire un certain nombre
d'hypothises et de difinir los crit~re3 i uttliser pour ivaluer et comparer 1es 3yst~mes d'armes Sol-
Air Tris Courte Portie.

Los travaux efrectu4s3 au coors do cette premi~re phase de 1litude ont donc comport6

- un rocuell des dnnn4es et one definition des conditions opirationnelles,

- la d~f'inition des crtteres deivaluation des systimes SATCP,

- un inventaire des solutions possibles pour los SOUs-3YstýMe3 d!5s 3Yst~me3 Sol-Air A Tris
Courte Port~e.

3.3.1 RECUEIL DES DONNEES ET DEFINITION DES CONDITIONS OPERATIONNELLES

Au coors de cette phase nous noos sommes efforo~s de difinir, en accord avec le3 op~rationnels,
les points suivants

-les contraintes principales que doivent respecter les syst~mes

*transportables 6 dos d~homme

*portie opirationnelle maximale i tris basso altitude 5Ian

*munition guid6e

- les menaces devant itre engagies par ces syst~tnes et qui ont kt4 ddfinies par quatre types
d' daeronefs

*hilicoptire lourd de combat

*chasseor bombardier

*avioIL de combat 16ger

*drone.

i Ces menaces ont iti d~(tnies aussi bien par icons caract~ristiqoes dimenslonelle3 et
cinkmatiqUes quo par leurs signatures dans diff6rentes longueurs dconde.

- l'environnement dana leqool lins syst~mes SATCP aortt sosceptibles d'4voluer. En particulier
un recoeti statistique des conditions m~t~orologiques pr~valant en Centre Europe a 6t
effectui. tDeux donnies tr~s importantes ont it d~gagkes do ces investigations:

.la visibiliti mit~orologique honizontalo (figure 3) aoyenne dans la r4gion Centre
Europe West que de 7 Ian, une visibiliit mi~tiorologique sup~rieure & 17 km ayant one
probabilitt d'appanition de 10 %.

los disitances d'tntervisibilitt entre le sol et on a~ronef volant A 100 mi~tres
d'altitude sont tri3 rarement supirieures A 3 kin.

3.3.2 UFFINITtON DES CRITEPES DCEVALUATION DES SYSTEMFS SATCP

Afin de pouvoir orienter le3 mod6lisations de !a phase 2 en fonction des 6valuations qui
devront itre faites au coors de la phase 3, une liate de niteres de comparaison a 6t6 itablte dis le
d~but do 116tude.

Con critires sont d'orore quantitatifs, semi-quarntitatifs ou qualitatirs. La liste suivante a
6t 6tablie:

1 - Domaines do tir et d'interception

2 - Pourcentage do temps pendant 1equel le syst~ine est utilinable

3 - Probabilit6 unitaire de destruction de la cibte

4- ServItudes de msie en oeuvre (d~lats de rise en service, dur~e du rechargenient)

5 - Pr:-obabihit6 globale do destruction d'une cible traversant 1e dornaine d'action

6 - Portabilit6/6paulabilitt4 (masse et encornbresnent)

7 7-Coat
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8 - Polyvalence via A vis des objectifs principaux

9 - Aptitude A remplir d'autres missiors margitrales (anti-char, combat hilicopt~r'e-
h~licopt~re)

10 - Horizon do l~a mise on service des 3yst0mes

11 - Discrition d'Utiiisation

12 - R~sistance aux CM (IR, EM,..)

3.3.3 INVENTAIRE DES FONCTIONS ET SOLUTIONS TECHNIQUESA

A la fin de la phase do formulation du probl~mo un premier inventaira des principales fonctions
remplies par un 3ySt~me SATCP a k6A drens6. Une vingtaine de fonctions ont ainsi p0 atre identifi~es
qui ont it class~cs en fonctions "syst~me" et "Missile" comae l'indique le tableau NOI ci-dessous

FONCTIONS SYSTE?4E FONCTIONS MISSILE0

rIMPLANTATION
LANCEMENT LCERI AERODYNAMIQUE

I PILOTAGE
ALERTEI

h ~NAVIGATION
IDENTIFICATION

I STRUCTURE
ACQUISITION EJECTION

I PROPULSION

EVALUAl ION '.PROPULSION PRTNCIPALE
JOBJECTIF

POURSUITE iSSE ARMNTCHARGE t'IILITAIRE

ILLUMINATION I MISF A FEU
MODE DE GUIDAGEI

GUIDAGE I ENERGIE
I.ELABORATION DES ORDRES I

RALLIEMENTI

TRANS11ISS10N

Tableau N* Fonctions d'un sYstrire SATCP

Pour chacune do cen fonctions, un inventaire des SOUS-SYStiMes a priori eniv13ageable3 pour les
assurer a 4t6 r~alisk, de reqon la plus exhaustive possible A ce stade de l'6tude. Ces ronctions
sont r~periort68s our l~a figure NO P

3.14 2Aie Phase :ETUDES DE FAISABILITE ET MODELISATION DES PERFORMANCES DES SOUS-SYSTEMES

Les itudes de faisabilit6 et do mod6lisation effectuies pour chacun des SOUs-oystiMes
susceptibles de remplir uno fonction dans un SYstkmo Sol-Air A Tr63 Courte Portia ont permsi de
choisir 1e ou lea sous-systkmes dont ie niveau technique et les performanCes, actuels et futura,
pert'etteont d'envisagor jour utilisation dans ces sYstirnes d'armnes A l'horizon 1985-1990.

Nous donnons ci-apr~a queiques exemples do rdsultats sur les aous-systimes principaux.0

3.4.1 DETECTION VISUELLE

L'oeil humain rester-a un systime do ddtection utilis6 dans la grande majorit4 des systirnes et

ce, quelque soil i'horizon.

L~res travaux efrectu~s ont. consisti i modiliser le processus do ditection visuelle d~un objectit'
a~ren n vlidntcetto mod~ltsition par- corrparaison des r~sultatz de la simulation A des r~sultats

ercperimentaux. LP figure NO 5 illustre l~a bonne repr63entativit6 du modile. L'exploitation do
celui-ci a ensuite permis do rietire eri~ vidence lea points suivants:

- 11 est tr~s int6ressant et sans doute primordial do pouvotr arrecier au serifant des
secteurs do recherche plus potits quo 30* x 50 voire 150 x 50, d'o6 ltmnportance des myn
de prealerte.

- les distances de ddtection visuelle i l'oeil nu sont toujours faiblos. Les distances doe
ditection d'un chasseur b-mbardier avec un champ do recherche do 100 x 50 pour une
probabilit6 de d~tection de 0,9 et par uno visibilitý nit~crologique do 7 kin sont
int6rieuire3 ý 2 km.
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- 'utilisation d'une lunette grossisssnte permet d'atn4liorer ces distances de ditection.
Ain~i dans Ie call d'un chasseur bombardier i Mach 0,7 et pour les ttgmes conditions
('Y =~ 100 x 51 ; VN 7 km) on trouve lea portion suivantes (en kmu)

IGrossissesont I Oail flu 1 2 1 5 1 8 1 10 1

Pd 2 0,9 1 1,75 1 2,55 1 3,5 1 3,8 1 14 1

I Pd =0,5 1 2,65 1 3,5 1 41,45 1 4,95 1 5,1 1

Tableau NO 2 Distances do ditection visuejloe avoc lunette
gro3s1ssante (ciblo chasseur bombardier)

3.41.2 SYSTEMES T.V.

U Deux utilisations do la tilivision soft a priori envisagoables dans le cadre des syst&Mes
d'armes SATCPt

- pointage automatique d'un falsceau sur ls cible,

- autodirocteur du missile.

Que Ce soit pour l'une ou l'autre des applications, con ISYStimfesl devront rialiser une
corrilation optique automatique nic633itant zopendant unes v~sualigation prialable pour diteoter,
acqudrir et accrocher 1'autotraquour T.V. sur la aible.

L'itude do rainabiliti avait conciu cque grico It l'utilisation possible des techniques C.C.D. et
A la miniaturisation des cosposant~s, des autodirecteurs T.V. implantab2.os dans un missile do calibre
minimum 100 mm 6tajent envisagoables A 1'horizon considir Maill devaiont ýtre ansooliti A des postes
do tir 3oph13tiqUiS.

3.41.3 GUIDAGE I.R.

En fonction de l'horizon de mise en service, deux types do ditoctour ant it.6 idontifids t

- A 1'horizon 85, utilisation soit des d4tectours monooeliulos classiquev, soit des
autodirocteurs i coillules en croix qui amiliorent ls pricision du guidage (bruit
d'6cartomitrie plus raitble) et les portion do ditection (meilleur traitement du signal).

- A l'horizon 1990, utilisation do matrices C.I.D.

Pour den cellules en Antimoniure dlIndium, ls figure NO 6 compare lea povtion do diteotion
atteignablen 30it avec un autc lirecteur monoceliule, soit avec des auiodirectoure multicellulos, i'un
6tant composti do quatre celluie3 on croix, l'autre syant. uno sensibilitA 10 roms plus 6levie par
augmentation dlu nombre deoocllulas, do lour ditectivitii ot par amilioration du traitemont du signal.

3.4.4 TECHNIQUES LASER

Les titudes de fasnsbilitt ont montrti que la rislinstion d'un nyntImo d'autoguidage nemi-sotit
* laser respectant lea contraintes imposies par les systitmes SATCP Atait poseible aux horizons

considiris.

En ettet, I& faisabilit6 d'un imetteur portable 6mettant & la lorguour d'ondo 1,06 )1 (YAG dopi
au Niodyme) 6tsit acquise at d'sutre part Ilautodirecotur correspondent 6tait rialisable dans un
diamittre do 100 qmm pour obtenir ls porthe suftisante (figure 7).

Une autre application des techniques laser eat Is guidage sur f&.1-eau qui a sembidS rialisabie
* At condition dlutiliser un 6metteur conatitui do diodes laser atin do le rendre portable, voire

ipaulable. Ce synt~me, compte teou des caractiristiques des diodes riceptricet; devait, pour pouvoir
rournir lea port,~es optirationneiles souhaitien par raibie visibilith mittdorologique, Atre utilisd sur
des missiles 6quipis do propulneurs 6mettant tr13 Pau do rumhes, comme le montre Ia figure 7.

3.11.5 !TECHNIQUES ELECTROMACHETIQLJES

Aux horizons considiria, les techniques EM pouvaient Aire utilisies do doux ragons dans Is
cadre du SATCP S

. radar do priniorte et disignation d'objectif,

- pout-suite et illumination do la cible.

Dan3 I. can do cotte derni~re application, llilluminateur assocli i un misnile guldi grice 6 un
autodirecotur ilectromagnitique semi-aotit devait itre rialiai en tochnologie 6tat solids pour itre

p transportable ce qui conduisait i don puissancos tris limitiss, mats nianmoins explaitableR. Quant 5t
l'autodire~tour, compto tenu des faiblon calibres des missiles envisagia, 11 devait Aire du type
antenne synthitique comme is montraient des 6tudes antrirturon effootuien par d'autren sociiti.68
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3.4.6 PROPULSION

Deux typos de propulsion avajent 6t6 envisagAs

- Is moteur rus6e A poudrej - 1e 3tatoriacteur solids rustique ablatable.

Cette derni~ro solution prometteuso de par' sea perf'ormances intrins~quas en termes de portie et
vitessoe sur trajoctoiro Wea cependant pas 6ti retonue pour Is phase d'6valuation principalement .1
cause du probl~me pos6 par Is n~cessit4 do surcalibror le tube de lanceament pour lager les entr4es

* d'air at de Is a 'asabilit.6 trig incertaine do cette solution dans de petits calibres.

* Par contra, l'Atat de Is tochnologie des propergols solidos permettalt do risoudre correctement
la plupart des probl~mos do propulsion relatirs aux s3'st~mos SA'TCP envisagoables, qu'il s'agi3so

- do l'Ajoction i moyenne (50 m/3) Cu grands vitesse (250 m/s),

- do l'Atage d'acc~ldration,

- de l'6tage do croisi~ro.

11 convanait touteoois de signaler

A 1) l'iit~rat pr~senti, pour l'applicatiun SATCP, par lea proporgo1s A grande vito~ss do
combustion (v ) 50 mm/s) ot tris Anergitiques (6tage do croiii~re A combustion frontalo)

2) la traiblo~ss do la panoplie des com~positions disor~tes, raiblosso d'abord du point do vue
4norgdtiquo at en3uite du point do vue dos vit83SOe do combustion (et/ou des exposanta do
pression).

Un eff'ort particulier do d6vslop~oment dovait donc 5tro onvisagA a1 los syst~mas ratonus
B.. oxigoatont impArativement cotte condition.

3.4.7 ARMEMENT

Apris un invontairo exhaustif des Charges militaires envisageablos pour los M138iI0e SA'TCP, it
eat appsru que dog charges A 6clats pr'drrapontis constituaiOnt Ia solution prit6rentiollo, ohaque
4clat syant uno macso unitairo inrdriouro 1 1,5 9.

Les masses maximalos do charge militaire envisagoablos dana lea ditfirenta calibres sont lea

1 0 (mm) 1 70 I 80 1 90 1 100 1

id I Ho (kg) 1 1,7 1 2,4 1 3,5 1 5,5 1

L'utillaation d'uno fusdo do proximit6 hlootrostatiquo aemblait itro Is masilleuro solution dans
lea cog o~i la charge milittaire eat surriasmmant gross. pour quo l'impact no soiL Po* sYat6matiqU6Mont.
n~cO33aire pour andommager I& cible. Pour les grosses charges militoires at les distances do passage
plus 6loe'dos, una tusAe do proximiti laser samblsit Is vote Ia plus prom~teuae.

* ~3.4I-e CELLULS PILOTF 0

Los configurations a~rodynamiques los mieux adapt~es somblaient Atrb lo configurationu canard ot
Ia configuration sito longue, En offal, Is pramibre so prAte trio blon aux chatries do pilotage
simplifl~ss (rotour on braquage, pilotage an couple, missile en autorotation), tandis que la version
aile longue eat mitux &dapt~e & des missiles aophiatiqu6s, tr~s manoeuvrAbLest pilotia suivant leg
Lrois axes, Copondant, ie choix d~rinitir @ntre lea dirfhr-rites versions at los chatnes de pilotage
associ~e's d~persdraient avant tout des ohoix du 8YstL:1e en nati~ro do calibre at donc do coat.

F~n ce qui concerns Ia lot do navigation, son choix btait lii au syathme do guilage utiltll qui
pouvait Aire soitI

-uno t~l~poruuande manuelim,

-un guidage sur fd13CeaU,

-un autoguidage.

Lae nod~le do SiMu~latio~n dynami quo ni., au poLnt Pku courm de !et~tf "tujdt a enu'utte permli
d'6valijer lea distance- do pamqeage obtenuen.
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Dans le cas de la tilicommande manuelle, le colnportemelnt de Popirateur humain a 6ti mod*&lis4
scum forme d'une erreur do pointage en fonction du temps, i partir do risultats dlexpirimontations
otfectU~ee sur des sysi~mes similaires. En offet, la mod6lisation analytiq'ue dez perrormances an
poursuite du tircur eat trop lihe A la difinition ergonomique de son paste de tir et A sa fonction
pridiction, 614ments qulil 6tait impossible de prendre en compt~e dens ulle idlle itude.

3.4.9 CONCLUSION

Au cours de cotte deuxi~me phase nous evens done r~al1s4

- un premier tin des techniques pouvant lire mises en oeuvre pour
remplir lea fornctions dtun systitMe SATCP,

- un otlogue des perrormances intrins~qu4s des sous-3ystisos3 intiressentsI eL/c~utls mise on place des mod~les do simulation perweettant de lea d~terrniner.

3.5 34me Phase sDEFINITION ET EVALUATION DES SYSTEMES

3.5.1 DEFINITION DES SYSTEM.ES

P Afin de Caciliter la nomenclature des SYStim6s SATCP envisageables, nous avons 6tabli un graph*
Ades structures do systimos organ1sA autour des trois fonctions qui ditinissent do maniire

dhierminanto la physionomia du sYStime, i savoir

- la poursuite dd l'cbjectif,

- !s poursuito du Missile,

- ls mode do guidage du missile.

En effectuant ainai toutes les combinaiaona posaibl*s do SOU3-systimes retenus et en prenant
bien entendu un sous-3ystirse par function, nous avon, r6ussi i metire an 6vidence une quarantalne do
structures do base. Bien antendut toutes ces structures do base qui apparsiasent ainsi a priori no
prdaernt~nt pas toutes le mime niveau dinthrlt at certaines no figuraient quo parc. quo le proc~dd
d'Silaboration le ces structures lea avait mimes on ividence taut. de quoi sIles nlaurtient pas 6th
cittde Wta lour nature lea rondait a priori peu attrayantes ou i 1'dvidence moins intdreasantes
qu'une structure voisine.

Cleat sinai quo, al a priori, ii Weost pas inerrvisageable d'assaooier une poursuite radar do 00
llobjectii at un guidag* du missile our taiaceau laser, ii parait quand mime plus s&in techniquesont
at opdrationnollement d'associer poursuitt at raisceau radar d'une part poursuito optique at raiscoau
laser dlautro part ne serait-ce quo par souci d'homogdndiid des comportosents an tcnction des
conditions do visibilit6.

A ce stads do l'dtudo ii s'agiaaait donc, avant d'entamer ldivaluationo do choisir parmi lea
structures do baee lea classes do syst~res intircosantesaet au sein do chacune d'entre elles des
solutions caract ris iquea reprdsentativea au ntveou des dimensions, den types do ceilule pilot~e, 6
des lois do vitease, etc ... to us paramitres qut sent a priori ousoeptibles do varier d~un nststime A
1 'SutrO.

Coa~t ainsi, quo parm! lea quarantes structures idant~iridca, nyua avons choisi, en accord avec
le client, smpt classes do syst~mes dent ld6valuation puts ls comparaison semblatent particuli~rement
Int~ressantes.

Aprip avoir efrectui une analyse des contraintos quo le concept m~me do chaque systlme raisait. 0
subir sur lee prinoipaux sous-syatimes compte tenu des rdaultata des 6iudes de taisabiliti, nous
avons ddttni Au coin do cheque class. do ayst~mog uno ou plusieurs versions do base repriaentatives
ati ventuelloment uno ou plusisurs options. La sdleotinn do corn versions qut ont ensuito fait
l1obJet des Avaluationa a ith opir4o en assemblant des acus-sysilmes homog~nes ontre eux au vu do
crit~res qua~itattts Ct/cu quarititatifs.

Attn do no pas alourdir Il'tude, Is validation do I'intArit de certains sous-systbmes
0(ddvtation do Jett tiri canon, ttr avec &Vance# adrodynamique du type atll longue, ... ) a 6th 0

erectueiu cur un les systimes auquel 11 peraiasait bion adapti a priori.

Compte tenu de c-.te analyse, onze versions do base ant Aid retenues pour l'dvsluettcn des
ayst~mes et sont prese' does sur ia Figure N* 8.



3.5.2 EVALUATIONS DES SYSTEMES

Ayant effectu6 ce premier travail noun avons done ensuite 6valu6 con diff~rents systhmes
suivant lea critires quantitatirs d~finis au d~but de 31'6tude, oette 6valuation 6tant ottectuio
ysyt~me par 3ystimo. Auparavant, les performances de d~tection visuelle do cibles adriennes pat un
opdrateur humain ont fait l'objot d'uno 6tude car ce processus d'acquisition de is cible eat commlun
-in grand nombre de systnime3.

L'A6valuation des systbmes a ensulte conslst6 pour chacun d'Ontre eux

-effectuer un dev13 de masse,

6 valuor lea Lois do vitesse et distance parc2ourue,

- valuer lea domaines do tir cinimatiques,

- valuor los domaines do tir dynamiques et done les distanuos do peassae,
- valver lea probabilit6s de destruction compto tenu des distances do passage et de la Masse
de is charge militaire,

- valuer los perrormanC03 des 3ystbmes do guidago du point de vue d8s port~es d'Utiliaation,

- valuer les dilais do r&~action dans diversos utilisations opirationnelles,

- valuor lea domaines de tir op~ritionnels compte tonu d63 rdsult~ats pricddenta,

-6valuer los coOt3 do recherche ot d~veloppomont sinsi quo los coatsa di- 36rie, pour une

sirio do 5 000 missiles et do 500 postos do Uti.

A la fin do cette phase d'ivaluationt f1o0n avons donc d13POsi

- de comparaisorns part~iolles do cortains concepts do sous-syst~mes,

- d'un catalogue deg performancos des dirf~ronts ayst~mes qui nous a

permi ensuito do les comparer critiro par crit~ro.

Noun nWen donnons ici quo lea principaux rdnultats pour Illustror 10 typo do sorties do tollen
Atuden.

3.5.2.1 Concluuion ghn~rales cur lea structures do bage

Ces conclu3iona gkr.6raloa sut 103 3oun-3ynt&Ten de base 6tarit valables en gin4ral pour-
e'nsemble des systkmos oonsiddrds, mlles ont donn6 lieu i des reocmmendations applicablo$ A I& tin0

do l16tude aux syst~rnet jugds les plus inthre3snarts. C'ost ainsi quo l'on a idontiriA lea beoisom
sijivants t

a). diteotion visuolle

- ndoomuit6, pour engagor Lea ciblog soctour avant, d'uno d~signation d'objoctit prhcisa,

- ndoossiti, pour avoir des port~es suftisantes done coo conditions, d'otteotuor0
l'acquisition avoc uno lunette grossiseante.

b). collulo gilotke

- l~ailo longue prisonto pou dlint~rit en tormos do manoeuvrabilit6 ot beaucoup
d1'lnconrv4nients en termes d'crnnombrmomnt,

- grando sen.9ibilit6 de la portie du vectour Ais laormie do Ia pointe avant dloýa iint6rit
des tormer h~miconiquos ou des ird8mes pyramidaux pour lea BYfit~iuo A guidag" 61r-ctro-
optique.

- 1. pilotage un axe on autorotation n~coisito dos tire avoc avance on azimut pour
componsor la plus taiblo manoouvrabilith obtenue qu'avoc los systimos twist and steer
qul ont do tris bonnes performances on distance courts.

c). Propulsion

- ut ]os cibles immobiles stationnaires il Oat indispensable d'avoir une vitesse
dl~joction surrimants raute do quoi il eat nicessaira do procurer une 616vation k1ov~e

o n site pour contrer loei ottots do la penanteur, ce qul J~grade lea performances A
courta port~e,

- l6joction par erret canon doil procurer des accelhrations inr~rieurea A 500 g pour
rester compititive aveo lea autres molutions au niveau des dimensions du syst~nie at dans
ce 085 0110 n~apporto aucuno arri6lioration au niveau des distances courtes du domains
d act ion.

Du point de vue des massen, la 1:mite entre 1'~paulabilit6 at is portabilitA_ semble se
situer ontre len oalibros 70 run 0t 80 mm, lea syst~mes de calibre 100 mm n'Atant plus
gu~re portables.



3.5.2.2 Performances des systimes

Les ivaluations ont 4t6 effectuiesi nystitmo par 3Yat~me. ce qul a pormis do dresser, pour chacun
dlentre eux, un catalogue exhaustif do laura; performances.

A Voaids du catalogue des performances de chacun des syst~mes nous avons ensuite compari ces
systimas crit~re par critbre en essayant A chaque fola do syrith~tiser at schimatiser de faqon la jplus
claire possible les caractiristiques; de chaque ltyst~ae.

Toujours dans un souct do concision, lea variantos do certains 3yst~ries n'ont dt6 prises en
compte quo dans la mesure o6a, face A un certain critire, ellos se demar~uaiont par rapport it la
version de base.

Afin do faciliter In comprihonsion do Cat expose6, neus prisentons directement lea rdsultats do
cette comparatson our les critiros quantitatifs, bion quo cello-ct n'ait 6th erfoctu~e qu'au dibut do
Ia watiitnimo phase de 1146tude.

a) Domatnos do tir

La comparaison des domaines do tir a it6 Orlectude an oon31d~rant las performances "dynamiques"
dos veCtOUrS, sons faire intervenit' do Ilimtati- ,! opirationnllte3. C0s domainesi do tir face A un
chasseur tinbardier 3ornt repr~sent~iz, a titre d'exemple, sur Is figure N* 9.

%l rossort do t'oxamen do ces domainas quo co sont lea systimes i autoguidago infrarouge qui
priser Lent les meilleurca distances ceurtes, 3urtout s'its 3ont liquipis dlun pilotage deux axes. Les
syst~iies A autoguidago laser semi-actif pouvent Agalemont procurer do bonnos performances.

Par Contra, lea limites longues de ces syst~mas sont relativoment faibles. Les 3ystmeule A

autoguidage I.R. auront des distances longues supirieures ou igales i cellos des missiles gUid63 on
alignemont sur fa13ceau laser pourvu q~uo Ilahrodynamique do tour Pointe avant permette do diminuor la

* tratnA4, cleat A dire qu'1ls soeont l&quip63 d'un h~micona ou mieux encore d'un ird~am
pyramidal.

Enfin, notons qu'una ddrobade do laX ciblo digrado fortemerit les limitos courtes des systime3

guidiis -.i alignbment, beaucoup plus que cellos des systhmns autoguid~s.

b) Pourcenta~e du temps d'utiliaation des Byat6roos

Le pouroantage d"A temps d'utillsationr des diffirents 3syt~ttea en foniction do In diitance de tir
a 6t4 ddtermin6 on tenant compte

-des limites do ditection visuelle en fonction do 1& visibilit6
m6tiorologiqua horizontal. VM

* - ief limites do portie d'utilisation des systbizes do guidage on fonction do VM

-des dilais do riaction des systimso

-des statiutiques do visibilit6 mdft6orologique horizontalo our la zone Centre-Europe. 0
-des domainos do tir dynsmicquos des syst~me3.

Ce poureentage de temps dlutilisation a 6ti 6valu6 soit sur un avion volant A Mach 0,7 en
prisentation frontal. (figure 10), sult bur un hilicopthre stdtiornaire so d~masquant 20 secondes
(tiguro 11).

Mises A part pour lea faibles distances do tir o6i dans cc cas lea systimos autogulide permettent
une utilisation sur tine dur~e beaucoup plus grando du fait des performances intrinsiques des vecteurs,
on pout remarquar quo les pourcentagos d'utilisation des diffirents syatimes sont peu dirffrents aux
grandas POrt440s.

En fait, lea diff~rences proviennent do deux causes

- lea dhlaia do r~action qui sont l6g~remont diff~ronts d'un bYSt~me A Ilautre

- 1 'utilisiation ou non d' une lunette grosass3ante pour Ilacquisitict. visualle. 0
L&a diltectian visuelle do ls ciblo itant un procesaus tr~s contraignant, toutes lea diffirences

entre 3yst&Me5 soni "nivelier' par sea m~diocres performances at finalement 1E pourcentage du tempo
dlutililsition des syst4-nes 6 Jes port~es supiricures A 2 km depend 5urtout do ia ra(;on dent s'cpire
Ilacquisition visuellp de la cible, On pout tenter do resumer la comparaison de )a faroit suivante

- pour des distances d4 tir inf~rioures h 2 kin, ii oxiste un not av'kntage pour lea 3YstkmoS
a utogu td63, a urtout infrarouges.

- au delh do 2 kcm, le pourcentago dlutilisation d~penJ SUrtoLt du typo dlacquisition visuelle
qui eat erfectu~e (grossiasement ou non), Cepandant, pour rester eompkititf3 au nivoau
do ce crit~re, lea aYst~mes autoguldes I.R. devront ktre iquipiis d'un autodirecteur
3ophistiquii de grande sensibilitii.
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c) Probabiliti unitaire de destruction

Si l'on mnet de cat6 les notions de fiabiliti, la probabiliti unitaire de destruction dipend
principaloment. do IS nature et do l~a masse de l~a charge militaire, du fonctionnement de l~a fus~e de
proximitA compte tenu de l~a giom~trie d- l~a pr~sentation terminale, de Ie distance de passage et de Isa
vuln~rabilit6 do l~a cible.

Dens le cas pr13ent, l~a ddterinination de ces relations est impossible a obterir avec un degre
do conriance suffisant par des mithodes simples, donc globales, itant donn4 quo lea masses de charge
sent faibles et. quo vi3 A V1s des distances do passage obtenues, I&a cible ne pout itre consider~e
commae ponctuelle, bien au contraire.

Une premiire mesure de l.'efricaciti relative des dirfirents systime5 est done llicart-type
do l~a distance do Passage (suppos~e itre distribu~e suivant un 101 de Rayleigh centr6e). Nous avons
done tepr&3ent6, pouir un avion Avoluant & Mach 0,j i une distance nodale de 1 Ion, 116vol~utl~on de ces
distances de Passage bn fonction do l'absCisse du point do tir (figure 12), ie mime param~tre ayant
it repr~sent6 face a l'nili,ýoptire stationnaire (figure 13).

Ce sent 10s SYstiMe3 autoguid6s I.R. qui pr~sentent en g~n6ral lea distances de Passage les
plus foibles, los 3Yst6Mes gUidi3 on alignemert Iu aUtOguid63 laser semi-actifs ayant une distance de
passage qui augmente assoz rapidement aux grandes distances itant donni los erreurs qut sent l~i~es A
Isa poursuite de l~a ciblo.

En parall~le, un mod~le d'efficacit6 terminalo do charges militaires a it utilis6 pour
rournir, face aux diffdrentes cibles reprisenties sous forme d'une dicomposition g~omitrique et
d'il6ments vuln~rables qUantifi6s, l~es probabilit63 do destruction en fonction do l.'6cart-type do l~a
distance de passage, et c0 pour plusleurs masses do charges militatres & iclats (voir un example
figure 1L4).

A l'aide do Ctb donnees, il e3t aiors Possible do graduer 103s domaines de tir non plus en

distances do Passage, male en probabilit6s do destruction.

d) Performances op~rationnalles

Los fligure3 15 et 16 repr~sentent, pour deux valeurs do l~a V13ibiliti mit~orologique
horizon~ale, des dc'maines do tir op6-Ationneia obtenus en tenant comnpte des d~l~ais do riaction, des
pertdea do ditootion visuollo, des POrteSS L;. systime de guidage et des performanosa dynamiques des
missiles.

Pour aynt~hitiaer at comparer los performances des diffirents syst~mes suivant les crite-res

e nvisag~a nous avons finaltment 6val~uA lea va).ours des diff~ronts param~tres principaux oaractdrlisant
los aptitudes op~rationnelles do chacun des sYStime3 en nous plagant dana des condit~ions do tir non
plus param~triques mai3 fix~es. Par exempl.O, 10s doux tableaux ci-apr6s fournissent certainos de ces
performances dans deux cass

- interception d'un hilicoptbre so d~masquant pendant 20 secondos & 4I km (Tableau NO 3)
- interception d'un avion en pr~sentation rrontale A 3 kmn (Tableau NO 4).

I Pourcontage I Distance I Probabiliti I
SYSTEMES I du temps I do I de I

I d'utilisation I pUssage I destruction I

1A.D. monocellule 1 0 I
IAutoguidage 1 ________ _____ ____I_____

I .11. I
02 90 mm I - AD sophistiqu6 III

I- lunette grossia- 1 0,55 1 0,5 1 1 1
I Santa

1 0 z 70 mm 1 0,07 1 1,96 1 0,1 1

IGuidage Sur I III
I raisceau 1 0 1 90 mm III
Ilaser I - pointage autonatique I 0,r ),78 1 I,3

1 - lunette grossissante I II

I Autoguidage IPointage automatique I II
Ilaser 1 1 0,38 1 0,88 1 0,9 1
Isemi-actif lunette gro331oaantz III

Tableau NO 3 1 ibl~e h6licopt~re se d~masquant 20 3 h L4 kr



I Pourcentaga I Distance I Probabilit6 I
ISYSTEMES I du. temps I de I do I

I dlutilisation I Passage Idestruction I

II W I

1 A.D. de r~fdrence 1 0 1 I
1 monocelluleII I

I Autoguidage I __________I_______

I I.R. I I
0 x; 90 mm I - AD 3ophistiqui II I

I- lunette gr0ssi3- 1 0,410 1 0,5 1 1 I
I sante s

1 0 70 mmI 0,225 I 1,26 I 0,31 1

I Guidageosur II II
1Ifa13ceau I0:90~ I II
I laser I-pointage automatique 1 0,375 I 1,12 1 0,57 1

I-lunette gro33i33antS

I Autoguidage I Pointage automatique III
Ilaser 1 1 0,39 1 1 1 0,8 I
I semi-actif I + lunette grossissante I I

Tableau No 4 t Cible avion intercopt4o A 3 icm

em) Macso des missiles et des SYStýM03

En faisant varier la Masse des Missiles, nous avons calculi pour chaque calibre Ia port6e
corrospondante. On s'aporqoit quo A calibre et A port~o donn~s, les missiles guid~a en alignaeont sont
plus ligers quo lea missiles autoguidis (figure 17), tandis qu'au niveau des systbMOs lea masses sont
comuparable* (figure 18), lea poatos do tir doS sYsthMoS guidds en alignement Atant plus lourds quo -.

coux des syatimes A aut~oguidage I.R.0

Quci qu'il on soit, cetto comparaison des masses no nonstitue pas un crit~re do choix 3i V'on
effoctuo des comparaisons calibre par calibre. Ce quo lPon pout digager do ces graphiquos eat Cie

- lea syat~mes do calibre 70 am sont 6paulables,

- lea syst.&mes do calibre 80 mm pourraiont Stre 6paulables

aisi lour port66 serait trio foible,
- lea systkmos do calibre 90 fma sont tranaportables en un ou deux fardeaux,

- lea syatbmes do calibre 100 mm sont tris dii ricilement transportables ot
doivent pratiquemont atre implant~s sur vihicuie.

En corrolaire do coo constatations, il s'onsuit que

- lea syst~med A autoguidago I.R. ou A t6l~cornmando an aligncrnent peuvent
exister en versions ipaulablos, transportablos ou montas our v~hicule,

- lea aystiMO3 guid6s our taisceau laser pouvent Atre 6paulabeS3 4ventuellement
dans uno version uniquomont anti-hdlicopt~re rnais soront plutht transporiables
ou mont~s our v~hiculo,

- lea syst~mas A autoguidago laser semi-actif ou A autoguidage T.V. cu
ilootromagn~tiques seront tr~s dirricileiment transportablos et devront

sans douto Itre install~eosur v~hicule.-

r) CoOt does syst~mos

t~ea coOts de, s~ri. pour uno airie do r~firence de 5 000 missiles at de 500 postos do tir ainsi
quo lea co~ts do recherche et d~veloppement unt ýt6 4valuds pour chaque ayst~mo.

Cos coOts ont ensuitc 6t6 comparAs en 'aleur relative en prenant comme base le syst~rne h
tdl~commando manuolle an calibre 70 mm qui pr6sonts le plus foible coOt d'6quipement total (5 000
missiles # 500 postes dotir + R et D). On slapergoit alors quo lee systmses guidia en alignoemort sur0
raisoeau laser reprbsontent umi coOt global d'Aquipaemnt infdriour au coOt des systbmes autoguid~t
infrarouge do mime calibre (30 % plus ohoral. En offet, si 1e CoOt des pastes do tir des syst~nmes
guid6s en alignomont our faiscoau laser oat presque 3 role plus Alovi quo oelui des syst~mas &
autoguidage infrarouge, il nWon reste p'as moins Vrai quo lqýs minsiles do coo dorniers syst~iiS3 ktant
en contre-partie 80 % plus chars, ocd donne un coOt global plus klevA 6tant donnA qu'il n'y a quo

500 postes do tir pour 5 000 missiles.



On peut supposer que tant que le rapport entre le nombre de missiles et le nombre de pastes de
tir sera do 10, cot Acart do 30 % subsistera quelles quo soient les s~ries en consid~rant des
coefficients d'apprentissage identiques.

Quant aux coots globaux des Mauras 3yatemes autoguid6s (laser at T.V.) ils sont 2 1 2,5 fais
plus ileve., que les coats des 3yst~mes guides en alignement 6tant donn6 quo non seulement le missile
Matis au33i le paste de tir sont chers.0

Nous n'avons Pins 6valu6, pour diverses raisons, l~e coot de Ia phase d~exploitation et de vie
op4rationnelle du sYStkSme Ces Coats rep-6sentent en g~n4ral un pourcentage asaez ileV6 du coot total
et dtautre part l-expirienco montro qu'assez so~ivent Ce sont, les syst~mes qui sont les plus siMPles
et. done lea mains chars A l'achat qui coOtent 1e plus en phase do vie opirationnelle & Cause par
exemple des programmes d'entratnement qui sont plus 4toft'&s.

3.6 46me Phase :CONCLUSIONS/RECOMMANDATIONS

3.6.1 COtIPAlIAISON DES SYSTEMES

Cette phase do synth~se a permi3 do comparer quantitat'vement et qualitativement los
dirf~rentes solutions env13R9609 taco A uno dizaine do critires. Los comparaisona quantitativos ant

97 k4 prisenties mu chapitre pr~cident dans la rubrique ~ialuation. Quant aux comparalsons qualitatives
elles ant donn6 lieu A des jugements relatits compte te.iu des crit~res 3Uivants

- polyvalence des ayst~mes,

- horizon do mise on service,

- risques de d6veloppement,

- d13cr4;tion d'utiiimation,

*-r13istancc ivx otemur.

3.6.2 CONCLUSIONS SUA LES SYSTEMES

3.6.2.1 Systimes A autoguidage I.R.

Lea syst~me3 a autoguidage inrrarauge orfrent do bonnos performances a court. portie, Quo ce
Solt avec un pilotage twist and steer ou avec un missile en autarotatian piloti Bur un axe at un anglei d'avanco eat donn6 au d6part (of figure 7). Los poridos d'accrochage des autodirocteurs Infraraubes
aur las lble3 itudi~as samblent pouvoir itre portges I un niveau do performances suffisant pour ne
pas limiter opiraiionnellement la portfr du aystdmo (figure 5).

Finalement, ii seabte so ddgagor deux classes pomsibles do systdmes autoguidds infrarouges

- .mne class. do Missiles do calibre 90 mm, transportables mais non 6paulables ot doni
l'utiihiaaion optimal. pourrait itre ha difenso des points sonsiblos par intdgration dans
un systkmo comprunant des moyens do prdalerte performants ;0

- une class. do missiles do calibre 70 mm, ayant une capacit6 d'attaque avant limitdo
(autodirectour ot viseur plus rustique) mats ayant l'avantage 6'Atre Apaulables. Cos
sysidmes conviondraiont mieux A l'attaque en socteur arridre d'aviona pindtrants, aux
opdrat~ions do commandos, aux guerrillas,...

3.6.2.2 Syat~mes guidis en alignement sur faiseoau laser

Los distances do 1Vassage obtenues aVoc cos systiMes sont. en mayenno plus 6levdes qu'avec lea

1 aytimos autoguid~s et un calibre do 90 mm somble sire un minimum pour pouvoir atro efficace face &
des avions.

L'utilisation d'un pointage automatique du faieau per'mot do riduire sonsiblement lea
distances do passage vers les limites longues du domaina, la distance courte restant de toutes fagons
assez ý.lev6e PUisqulehlo dipend surtout do 1A ctrdmatiquo do la loi do guidage.

Lo syst~me do guidago no )Aimite la portde du systbme quo quarnd la visibilit4i m~tdorologique est
MaUVa1sc et, par beau temps, un syst~me equipi d~un autop-inteur et pourvu d'une designation
d'objoctif trýs prdciso P03sbde un domaino de iir thdorique tr&s itendu.

Malhcureusement, rien n'indique quo dans la pratique le tireur sera en mesure d'6valuer ces
distances do tir, ce qut pourr'a conduire soit i un g~chis do missiles, salt i une utillsation
opirationrotle on dega des performances intrins~que3 du ay3L~me.

3 ~3.6.2-3 Systdmes tdldcommandds inanueliement

Los sysidinos A tildooinnande manuelle possedant un mode do pilotage sun daux axf'"- en twist and
steer appanaisseni porrorinants a longue port~e dans !a mnesure ou l'on envisage i'util sation do
propergols 'Jiscrets.

En revsnr'he, lour int~rit cpkrationnel est assez limit6 a courte pontee et, tours per-fora~r~ces
cindimatiquos sont ainsi neitement inririeureb A celles des syst~mes autogulids nrfrarougms da m~me

6 calibre.



Les inconvinient3s de Cette cat4gorie de sYst~ses 3emblent itre liis au procidi do guidege MIS
en oeuvre dont la pricision pout Atre limit~e dens certains cas de tir par lea difticult63 do
poursuito de l'objectif et du missile par l~op~rateur.

3.6.2.41 SYat~aeb A autoguidage laser semi-actif

Les systime3 A autoguidage laser 3emi-actif ont sembli beaucoup moins siduisants qu~i! ne
pouvait paraltre a priori.

Cependant lairs capacitis d'am~lioration Atant grandes iUS constituaient Aventuellement une
solution intiroasante i un horizon plus lointain car il eat certain, et lea domaines de tir
opirationnela 1e prouvent, quo lea distanlces d'accrochage Sur avion venant de face sent importantes
quand le 3ystiam oat dOti d'un autopointeur ilectro-optique ot quafld l'acquisition visuelle eat
effectu6e & l'Cide d'une lunetto groasiasante. Ce syst~me beaucoup plus pr'ospectif pouvait donc Cvoir

un intrirt op~rationnel & condition quo

- lea propergols env13ag4s 3oient d13poniblea,

- los imetteurs laser l6gers puissant disposer do puissances Crites
sup~rieurea A queiques MW A& des cadences supdrieures & cc qui 6tait
rialisable. La cadence d~illumination a en effet une influence aSsez
importante Sur la limite courte,

- la points avLnt du Missile puiase itre h~miconique ou encore mieux pyramidalo,
- 10 3yst-6mo d'illumination aoit 6quipi d~un autopointeur T.V.

Quoi qu'il en soit ce sY3t~me restait i la limite do la portabiliti et aurait sana doute da itre
implantd aur un v~hicule liger, avec si possible un affat multiple, un des int~rits do ce syatime
itant Wuil Pormot 10 tir on salve do plusiour3 Miasiles.

3.6.2.5 Systimes i autoguidage T.V.

Malgri IC miniaturisation des autodirocteura T.V pouvant Atre procurie par l'adoption des
z~echniques CCD, cortaines contraintos limitent encore l'utillaation op~rationnelle do tols syst~ines at
en particulior 1e dibattement maximum de llautodirecteur qui riduit sirieusement 1. domaine de tir
par 10 travora aur des ciblos rapidos.

La nicessit6 do contr8ler 1e missile en roulis nWest pas A proproemnt parlor une limite, seas
cotte contrainto a copondant une incidence Sur la conception du sysL~mo. Enfin, !a miniaturisation, -i ~bien quo d~ji tr~s avancie, no permot guiro do connovoir des Missiles do calibres infiriour3 A
100 mm, cc qui conduit, compte tenu do la nicessiti d'avoir une point. avant sphdniquo, A un vecteur
Possidant do mauvaises performances cmn4matiquos.

Co typo do guidago pr~sento cependant l'avantage, par rapport A tous los autres env13agi3 jus-
qulici, do fournir une image A l'op~rateur co quA permet do dizeinuor lea faussos Clarmos ot hvontuol-
lament do a'affranchir do syst~mos d'aoquiaition visuel2.o avec grossi33ament, les performances en
distance de l~autodirecteur 6tant tr6s bonnea. En outre, Ce 3syt~me oat trb3 priols at pourrait mamei ~pormottro, si 10 procidi do corrilation d'image eat bien itudi6, do guider 1e Missile ver3 un point0
plus ou momns choisi do 1a cibl4 (utilisation d'ur, traquour controldo au lieu d'un traquour d'angles
par oxemplo).

3.6.2.6 Systbmos A autoguidage 6loctromagnitique semi-actir

Le missile SATCP se aitue A i'Cxtrime limite des possibilitis offertes par les techniques
Alectromagnitiques. Encore convient-il quo 1e missile Cit un diamitro au momns igal A 100 MM et

* ~quli1 soit 6quip6 d'un autodirecteur d'ur. typo nouveau syant fait l1ob~jet d16tudes ot do r~ali3&tion3
do principe %l'autodirocteur A antenna synthitique.

11 s'agissait donc d~un systime prospectif dont la raisabiliti paralasait pouvoir atre assurie
bien qu'elle Wait pas ktA dimontrie a cetto 6poque par un modhl. probatoire permettant do meaurer 1e
niveau de perrormances reelle3, do juger do i'aptitude A risistor aux conditions d'utilisation, et
d'appr6cler les Co~t3.

S ~L'intirit do cotte formule niside essontiellement, dana le cas du SATCP, du fait que cotteS
antenne p1 aqu~e Sur la structure permet;

1) d'obtenir des performances (gain, ouverture de lobe ... ) bien sup~rioures
a cellos d'une antenna classique do potites dimensions.

2) d'adopter n'importo quel profil frontal pour le noz du missile, en particulier
une forme conique, intiroasante du point, do vue trafiee.

D~u point do vue syst~me, bien entendu, cette solution s'av~re plus complexe puirqullell
necessite:

- un radar do veille ou un dispositir do designation dlobjectif pr~cis,

- uo syst~me do poursuite pr6ferablement de type radar si l1on veut rester tout temps
(un autotraquour optronique pourrait 6galement convenir pour un syst~me "tempa Clair"),

- un illuminatour asservi, le radar do poursuite pouvant jouor cc r~le s'ii
riunit lea condition3 n~cessdires Condo continue notamrrent).
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Dana 3a struct~ure, le 3Ystime s'apparente done dijA i un mini SACP surtout sit tenant corpte
des masses et des volumes, on conaid~re qu'i3 doit itre installi sur une plateforme ou un vkhieule.

3.6.3 1RECOMflANDATIONS

Cette 6tude comparative de systAmes d'armes Sul-Air A Tr~s Courte Port~e a permis de mettre en
ividence un certain nowbre de domaines oýa ii semblait nicesaaire d'entreprendre cu de poursuivre des
recherche3 afin de pouvoir d'abord cho13ir le systime SATCP le plus intireassnt puis le rialiser de
ragon optimale i l'horizon consid6ri ; de telica recherches en effet, si ellba aboutiasent rapidement
permattent de lever lea Incertitudes qui subsistent encore et done de 3'aasurer loraque l~e programme
eat lanc6 qu'il pourra itre conduit dana lea dilais privus.

Cotte itude a done per-mis dlidentifier une haste d'actlons qui apparalasalent I~ndtspensables,
neceasaires, 3ouhaitables ou utileS au vu des diverse3 itudes do fa13abilitd, des evaluations et des
comparaisons effeetuies au cours de cette 6tude. Ces recommandationa ont kt4 claesaes en quatre
niveaux 2

- lea itude3 indiapensablea pour abcrder I& difinition

d'un avant-projet de syst~me SATCP, .
- lea itudes n~ceasaires sans lesquelles lea syst~mes lea PlW2

intiresaants de cette itude pourraient difriciletment itre lancis,

- lea itudes souhaitabies qui pourraient permettre de diminuer le volume
des 6tudes de recherche et de diveloppement d'un sY30!me SATCP lorsqu'il sera lanci,

- lea itudea utiles qui amilioreraient lea connaissances dana lea domaines des
systimes d'armes et en particulier des syst~rnes SATCF.

Au total une quarantaine d'~t~udes ont. ainai. 6ti recommandies concernant

- le 3syt~me (moyens de prialerte, d'identification, dlivaluation des cibles, ...

- lea objectifs et leur environnement (mesures de signatures, de bruits de Daysage, 4.)

- Ilergonomie (detection visuelle, pour-suite mantielle, 3ystimes de viatie,
poste de tir, ... )

- le missile (autodirecteurs I.R., ird~mes pyramidaux, coaparalson fine du pilotage
un axe en autorotation et du pilotage deux axes en twist and steer, fu36e de
proximiti laser, optimisation de charges AL 6ciets, poudres A grande vitesse
de combustion, etc ....

4 CONCLUJSIONS

Cette 6tude illustre A notre avis le type de dimarche qu'll est necessaire d'entreprendre avant
do lancer un programme et ait de plus, il reste un intervalle de temps de l'ordre de deux ans Ou plus
entre la fin d'une telle itude comparative et le laneement du programme, lea principales 6tudes
complimontaires mines en 4vidence pour-ront 5tre erfectu~es et une seconde it~ration efrectu~e aur lea
systices lea plus prometteurs en tenant compte des r4sultats do ces 6tudes complimentaires de
recherche pourra 9tre erfectuie ; ainsi le dicideur disposera de tous lea il~ments lui permettant de
faire un choix optimal compte tenu de sea contraintes.

Dana le cas des 3Ystiimes SATCP, 1'6tude dý-crite dana cet exposi a permia d'orienter certains
grands choix retenus pour le syst~me M1ISTRAL dont le diveloppement a d~but6 peu de temps apris, en
particulier:

- le type C~e guidage (IR) et la nensitiliti nkCes2,are de ilautodirecteur,

- lo sacrif'ice do 116paulabilit6 (du moins pour la version do base) au profit
de l'efficacit6 ce qui a dicte le choix du calib~e,

- la for-me de 1'ird~me,

- la Fitesse d'ojection n~cessaire,

- lea caractiristiques principales du syst~me d'acquisition visuelie de is cible
(choix d'une lunette gro~sissante),

- le type de charge et de systime de ;ýtectlon pour l'in'.tialisatior. do la mAý3e a feu.
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SOME ASPECTS Of GUIDANCL LOOP DESIGN FOR SAM SYSTEMS

by

D. J. East

Royal Military College of Science
Shrivenham, Swindon, Wilts

United Kingdom

S U%*ARY

The paper deals with the basic structure of guidance loops for SAM systems and discusses two important -
practical problem associated with their design and implementation if optimum performance is to be achieved. 0
Firstly, the nature of the switching transients that occur when loop parameters are changed is examined
and the fundamental requirements for transient free operation presented. Secondly, a computer aided design
procedure for synthesising a minimum bandwidth system which satisfies a stringent sensitivity specification
despite large uncertainty in the plant being controlled is illustrated by means of a significant autopilot
design example.

NOTATION

f mo'-rlle lateral acceleration (latax)

V missile velocity

VT target velocity

RM missile range from tracker

RP- target range from tracker

aM angle of misnile flight path to line of sight

OT angle of target ilight path to line of eight

Iif angle of missile flight path to earth reference

8 angle of line of sight to earth reference

f M demanded missi.le latax

8
M angle subtended by missile to earth reference

a.T angle subtended by target to earth reference

R9 ' pre-programmed gain variation corresponding to assumed missile range

K loop DC gain (beam stiffness)

I angle of target flight path to earth reference

k proportional navigation constant

V relative closing velocity between missile and targetr

T time to go to interception

I. INTRODUClION

The basic principles of guidance loop design for SAM systens are well established and future systems
are unlikely to differ conceptually in any significant way from previous systerr.ms. That is, the fundamental
limitations of command to line of sight (CLOS) or beam riding guidance systeno and homing guidance systens
remain the same although the implementation of such systems will, of course, be crucially dependent on
the current state of hardware development. However, increased demands on system performance have high-
lighted deficiencies in the ability of the guidance loop desigrn and synthesis techniques to achieve optimum
performance within these fundamental limitationb, where optimum can be interpreted in a nurber of very
practical ind intuitively meaningful ways and need not necessarily relate t, the ninimisation or maximisa-
tion of some mathematically defined performance index,.

Tfwo examples of deficiencies in design techniques concern the requirement to change parameters within
a guidance loop without generating undesirable transients and the need to acnleve minimum bandwidth sub-
systems e.g. autypilotS, whilst satisfying overall gaidance loop objectives. Both of these probiom areas
have previously been tackled in a rather J." ;.01 manner and it is the intention of this paper to C'arif;"
the nature of the problems and then to indicate how steps may be taken to overcome them.

However, in order that the two design problems may be seen in c.ntext and to provide an overview of
the basic guidance loop principles available to SAM designers, the first part of this paper will be largely
tutorial in nature and will compare CLOS, beam riding and homing guidance loý',a and, in particular, the
kinematic transfer functions of the respective systems will be discussed and the necessary guidance loop
compensation functions established.
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2. IWO AND THREE POINT GUIDANCE

Although CLOS and beam riding systems cannot be implemented in exactly the same manner, since the
CLOS missile is generally regarded as one that receives its commands from a remote ground station whereas
the beam riding missile generates its own commands internally, they are nevertheless essentially the same
t5pe of system with regard to the generation of latax (lateral acceleration) commands. In particular,
the behaviour of the system Is governed by the relative positions of three points, Viz %he target tracker
(which defines the beam or line of sight), the missile and the target. Accordingly, CLOS or beam riding
systems may be designated as three point guidance systems.

Such systems should be contrasted with homing systems which are essentially two point gidance
systems, with characteristics determined by the positions of the missile and target only. This distinction
applies not just to active or passive horming systems but equally to semi-active systems since, although
the illuminating radiation must necessarily be directed at the target, the exact position of the illuminat-
ing source does not influence the desired trajectory and hence the latex demands on the missile. It - -

should be noted that considerable variations can and do exist within these two broad classifications of
two and three point guidance (e.g.C.OLOS or command off the line of sight systems can exhibit characteristics
similar to a two point guidance system) but, for our purposes, these two classifications will suffice.

The full derivation of the latex requirements for the two types of guidance system have, for most
relevant conditions of missile and target velocity and type of guidance law, been presented elsewhere
C1,2,31. However, these derivations can soon become overwhelmingly complex if entirely realistic conditions
are imposed and so here we will concentrate on the two-dimensional case vith the missite and target
respectively travelling at constant velocities. The justification for this simplification is that our
objective is primarily to establish the forlm only of the raquired guidance loop and in so doing to appreciate
some of the problems that are likely to arise in implementing such a guidance loop.

2.I 3-point guidance loops

SVT '* "1ý TARG6ET

fw CO-

VT

R

/_

TRACKER

Figure I: Notation for 3-point guidance

Using the notation of Fig I, and assuming zero incidence, we hove

fm " m f

i.e. lateral acctleration - missile velocity x flight path 'ate

also 'f = + 
a

m

therefore fm" Vm 0 * ) (+)

However, in order to Interpret this last equation more easily we MUSL Cxpresser in terms of variablesm
that can be measured or inferred from tracker based obser-vations. Thus, we have

V s min o VT sin (1"

R- M R. . S

from which sin M .V

and dlffficntiating this gives

Coss 0 . 3
ls •M - V M cos 

(M .)

also RN VM COS am (4)
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Hence, substituting for oM and i from (3) and (4) into (1). we get

R.0
f . COS O+ V tan o

which represents the latax needed by the missile to stay on the line of sight. g

This equation, although so readily derived, is highly informative and enables many useful qualitative
observations to be made with regard to the coverage of a CLOS or beam riding missile. Firstly, if the
missile is neither accelerating nor decelerating (VM 0 0) then the latax required will be highly dependent
on both the sightline rate (0) and the sightline acceleration (0). Although 8 will clearly be a maximum
when B - 900 (assuming a constant speed straight flying target), 0 is readily shown to be a maximum at
* - 600, to decay to zero at 8 - 90 , and to be a minimum (i.e. most negative) at 0 - 1200. 1hus, ignoring
the variations in N Rnd cos a . it is clear that for any given maximum latax that may be ac4ievsd..by 4
the missile then she Soverage will be most restricted for high speed targets (implying high 8 and 8) in
the sector Be [60 ,90 1.

Another observation that can be made from equation (5) related to the case when V varies. If 4 is
negative, such as during the coast phase for a boost-coast propelled missile, then thi" too will set Mlimits
on the missile latex, thus further restricting the coverage.

Further limitations on the coverage of a CLOS or beam riding missile can result from excessive body
to beam angle((o•,) causing the missile tracker to lose lock on the beacon or flare or other source of
identification used by the missile. The region in which om will be largest will generally be where the
"latex de-mnds are greatest and so there are likely to be further "bites" taken out of the coverage
diagrams near minima, crossing distance. Another possible limitation is at the tracker itself where, if
i is too large, it ,my have insufficient bandwidth to follow the target. Obviously, for a straight
flying target, e will be a siximu., at 0 - 900 but it would be unrealistic to suppose that the target could
be subsequently re-acquired when 6 decreases for 0 > 90 and so there will be a further restriction in
coverage, as indicated in Fig 2 in the sector Be [900, Iwoh°. In general, therefore, the coverage diagram g
of a CLOS or beam riding system will have the form shown in Fig 2 and it must be accepted that the very
kinematics of this type of 3-point guidance must inevitably result in limitations on coverage.

CROSSING
RANGE

LIMITS

TRACKER RATE LIMIT ,-

FORWARD RANGE

Figure 2: Typical Coverage Diagram for CLOS or beam riding system

As well as providing a qualitative indication of the nature of the coverage diagram, equation (5) can
also beused to imfediately derive a kinematic transfer function as a basis for a guidance loop block
diagram. Thus, from equations (2) and (4) we have

sin VM V cos V

which may be substituted into (5) to yield the transfer function

- - - 1 (6 )

fM ((2VM - VMRMA/) + (R.MV/kM)S)S

where 0. replaces 8 to emphasise that this is the angle subtended by the missile (which will only be
exactly the same as the angle subtended by the target, from henceforth denoted 8T, if the missile is
precisely on the beam). The missile kinematics are thus represented by a first order lag and an integrator
in cascade.

For accurate stability.analysis and loop design Lie transfer function (6) would have to be used with
appropriate values for VN, V, RM an'I R ubstituted for a sufficient number of flight conditions within
the missile coverage. However, in order to appreciate the general nature of the loop design problem
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we can approximate this transfer function for the case where V9 is reasonably constant (UN 0), a is
small so that V ' R•. and can be considered sufficiently large so that for all but the lowest
frequencies Q:: -" I2v MI and the kinematic transfer function reduces to

6 M I

The CLOS guidance loop is thus essentially a classic two integrator system and must be stabilised by some
form of phase advance stabilisation as shown in Fig 3.

K eK
SAUTOPILOT KINEMATICS
(1 lzS)

t 0

LOOP
GAIN AUTOPILO"

dO BT 2  BANDWIDTH S

Figure 3: Stabilisation of a CLOS guidance loop by appropriate shaping of the open loon W-de plot

It should be noted that even with this simplified version of the kinematics, there is still an inherent •
range variation term RM and this must be acconmmodated by means of a pre-programmed gain variation RN' within
the guidance computer since otherwise the stability characteristics of the loop will change during the
flignt of the missile. Even so, it may still be desirable to alter K (the so-called "beam stiffness"),
and hence T, and T2 , during different phases of the flight since the need for high gain K, and hence high
loop bandwi th, for good tracking of a moving target sightline may compromise the overall accuracy (and
ever. stabilitV) that can be achieve whien high frequency noise iý dilowed tu -oUet Lth systemr.

This conflict of requirements on the loop bandwidth is common to most high performance control systems
and various methods have been proposed for alleviating the need to exten bandwidth more than absolutely
necessary. One such method is the use of "feed-forward" as shown in Fig

FEED FORWARD SBIAS
INVERSE LATAX

OF

SAUTOPILOT KINEMATICS S

RESIDUJAL

LATAX

Fi cure 4. l[ie utco of Ceed-forward in a C1.OS svs•.er S
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This is essentially an open-loop computation based on equation (5) and is fundamentally an inverse
transfer function to the kinematics.

Clearly, if we ignore the latax autopilot of the missile, the closed guidance loop would not be
required to provide any additional commands to the missile if the feedforward and kinematic blocks cancel
exactly and so its bandwidth can be made arbitrarily small. In practice, of course, such perfect cancella-
tion will not occur and also the missile autopilot will have a finite bandwidth but feedforward will,
nevertheless, allow for a significant reduction in loop bandwidth. However, it should be stressed that •
feedforward introduces its own problems, most notably a high gain to high frequencies, and this will tend
to negate the advantage gained by reducing the loop bandwidth.

The main point to be emphasised here is that maximum performance can only be obtained from CLOS
guidance loops if loop bandwidths are reduced as much as possible, commensurate with tracking requirements
and noise levels, and this can be done by employing an optimum, i.e. minimum bandwidth, synthesis technique
and/or an adaptive scheme that switches the loop gain K, together with TI and T2, on a pre-programmed or
even autonomous basis. Sections 3 and 4 will deal more fully with these techniques but meanwhile, in 0
order to complete the tutorial objectives of this paper, the next sub-section will briefly deal with 2-
point or homing guidance loops.

2.2 2-point guidance loops

The analytical derivation of the latax requirements for homing systems is generally not possible
and consequently the corresponding kinematic transfer functions can only be derived in special circum-
stances [4,5,61. However, if we assume that proportional navigation is being employed, wherein the missile
flight path rate is made proportional to the sightline rate between missile and target, and that the missile
has become established on an interception course from which it is subjected only to comparatively small
perturbations then it is readily shown [3 that the corresponding homing guidance loop block diagram has
the form shown in Fig S.

10

V, &in$ V14T t) HOMING 8 k V m fm VN siovf

HxAO AUTOPILOT KINEMATICS

Figure 5: A homing guidance loop

In this case, the kinematic transfer function has the form cos of/S and so the loop frequency response
Is clearly dominated by a single integrator if the autopilot and homing head bandwidths are sufficiently
large. It is seen, therefore, that loop stability is not likely to be a problem, at least until near
interception when l/Vr(I - t) - -, and so it is not necessary to use phase advance compensation with
the concomitant increase in bandwidth and associated noise amplification problems. However, it is still
highly desirable to keep the homing guidance loop bandwidth as small as possible and so optirium synthesis
techniques are again called for. It is also possible that the control parameters of the loop, such as
the navigatioi, constant, will need to be changed during different phases of the flight and so adaptive
switching techr.iques will be required. Accordingly, section 3 will consider some of the fundamental
problems associated with the switching of parameters within a closea loop system and section 4 will
discuss an optimum or minimum loop bandwidth synthesis technique.

3. THE ELIMINAlION OF SWITCHING TRkNSIENTS IN ADAPTIVE GUIDANCE LOOPS

We saw in section 2.1 that the simplest representation of a CLOS guidance loop consists of two
! + ITs

integrators, representing the kinesatics, and a compensation network of the form K(- T-s). It is easy

to envisage circumetances in which it might be desirable to change the loop bandwidth by altering K. For
example, during the gathering phase, or whilst engaging a high speed crossing target, a high beam stiffness •
K would be required but once the missile is established on a low rate line of sight, particularly if the
guidance loop is subject to high levels of noise, it would be preferable to reduce K as much as possible.
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Typically, we might wish to switch K between two fixed values of, say. I and 10; of course, in order to
maintain the desired degree of stability the time constants TI, T2 must also be altered in sympathy with
K and it is readily confirmend that the following compensation networks give satisfactory stability margins,

I + 2s 1 + 0.625s

low gain high gain
compensation network compensation network

In order to facilitate the extension of the results from this particular example to mre complex cases it
is convenient to adopt the following reprsentation for the compensation network, namely:

a + a s
0 1 hrK-/
b where K - ao/bo, T1 = alia, T2 - I/bo

This network, together with the two integrators representing the remainder of the simplified CLOS guidance
loop, can be decomposed into a form suitable for simulation, as shown in Fig 6(a). It should be noted
that, at this stage, no particular consideration has been given to the striwtum' of the compensation net-
work and another possibility is that shown in Fig 6(b). Indeed, for a linear system with conatant
coeffic-.ents (a0 , al, be), there are many possible structures and all are equally valid.

r----------------------- -I

XSO as

SS

(a) STRUCTURE 1

100

XS

(b) STRUCTURE 2

Figure 6: Alternative representations of the CLG3 syste:., mathematical model

Both of the structures shown in Fig 6 were simulated, taking dT as a step input (e.T - I, t > 0) and with
the luw gain compensating network initially in the loop. After 2.5 seconds the coefficients of the
compensation network were instantaneously switched to those corresponding to the high gain compensation
network with the results shown in Fig 7.

Clearly, the transient produced when the network coefficients of structure I are switched (hence-
forth referred to as the "switching transient") is not at all consistent with the desired objective in
changing to a high bandwidth system; namely to make 1.dapoc • even more rapidly than was being
achieved with the low handwidth system. Furtherrmre,"a transient occurring near interception could have
a mast deleterious effect on miss-distance and if no guarantee could be made that such transients could
be minimised or suppressed completely then there would be no possibility of employing adaptive networks
in a missile guidanco loop.

X0
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t S$c. t sets

(a) STRUCTURE 1 (b) STRUCTURE 2

Figure 7: Results obtained when switching network coefficienLs

On the other hand, the behaviour of structure 2 is quite acceptable and should, therefore, provide
lowe insight Into the Mechaninm of the switching transient when compared with structure 1. Such indeed
PiI the case and the development and motivation behind the results which follow can be found in 7J1. in 0

Ihich it is shown that a transient free structure for the compensation network used above must take the
forsm shown in Fig 8.

x0

000

Figure 8: A transient free structure for the network (a0 + a s)/(b° + e)

i twm .. funda.antal principlcs behind this structure are that:

1, Switched parameters should ýccu:" af:er differentiatcrs in order to avoid transients of the form 0
e1;I (see Fig I0).

if Switched pa-ssuterv should occur before integrators in order to avoid transients of the form
0 b 0.

Unt)rtunately. the structure shown in Fig 8 is not readily implemented in practice since it invwlves an
explicit diffnrentlator. Ncverth!esea, the tesm in s can be eliminated if it can be replaced by a
feedforward path bypassing the integrator, an equivalent way of achieving differentiation and indeed the •
method used in all practical implernewltations of rational transfer functions. However, if this method
is applied directly to the network structure in Fig 8 it is seen that the s term is not eliminated since
the coefficient a interposes between the differentiator and the integrotor in the feedforward path and
prevents cancellahion (Fig 9).

0 0

00

Figure 9: Re-arrangement of Figure 8



Clearly, some method for transferring coefficients from one side of a differentiator (or integrator)
to the other is required if flexibility in the implementation of the desired network structure is to be
obtained. This can be done only if due allowance is made for the extraneous transient terms that can
arise when dealing with time varying coefficients. For example, the network shown in Fig 10(a) is not
equivalent to that shown in Fig 10(b) (if the coefficient a is time varying) but it is equivalent to that
shown in Fig 10(c).

0

(a)

S00 i ,-.

aa
X 0 Z(C ) ... - .- -

Figure 10: A differentiator with time varying coefficient a

Thus, the coefficient a can be moved from dhe output of the differentiator to the input provided an extra
path, bypassing the differentiator and op,-rative only when the coefficient a is changing, is included.
Hence the structure of Fig 9 can be simplified as shown in Fig 1 1, the differentiator and integrator in

SS

gh edonadpt 0o ben loedt ac

X "

a6
L(C)

oo

Figure I I: A practical implementation of the tranfient
free structure for the network (at h ad Iaorb o + n)

Now it is possible, by adhering to Lhe principles developed above, to construct any network with

Lime varying coefficients in such a way that extraneous transient term~s are eliminated. However, such an
ad-hoc approach would be very tedious with high order networks and a more general procedure can be
followed that allows ehe necessary network structure to be deduced directly from the given time-vatoring

coefficient transfer function L'73. For example, the practical transient free structure for a third
order network is shown in Fig 12 and it is of interesý to note that the coefficients of the practical
network are related to the coefficients and thei. deivatives of the original network bv Twang of a
Pascal triangle with alternating signs.

Having shown low the guidancf e loop banforidth may be adju s t ed by s'itchin( parameters, it is now
appropriate to consider how an eptimum bandwidth can be achieved usina a fixed seL of compensation network

p ararmeters. 0

4.. OPTIMI'M SYNTHESIS OF AUTOPILOTS AND GUID4,NCE LOOPS

It is important to stress that fee-back, whether applied no the implementation of guidance w lr ps,
autopilots or who multitude of othedr closed loop systehg that occur wia in a guided weapon system, is

usned essentially to combat Uncertainty. This uncertainity miy be due to a iack of knowledge about the
plant being controlled, e.g. the mee sary airfratru dynatrics will be dependclt rm speed and Air density,
or about the disturbances affect.ing the plant, eg. atmospheric turbulencee Although this aspect of
feedback is universally recogniged, surprisingly litole work has been done in developing synthesis
techniques thtatttempto thehe ace Aunt of uncertainty and then to design just SbTficiens feedback
into the system to counter the uncertainty and achieve specified levels of insensitivity ill the closed
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AQg

A2 ' a2

A , . a I 2 ý 2

BO " ao - a 1 + b2

B 1 - b i - 2 1ý2

B, - b 2

Figure 12: A practical implementation of the transient
free structure for the network (so + ales + 22 ( b0 + bit÷ + b 2) 0 ....

loop response. The reasent fur this concern with applying a minimum amount of feedback is that it is very
easy to overdesign feedback systems by including too much loop gain, which in turn Wp~lies high loop
bandwidth and excessive ampliftcationof high frequency noise. The problem has been emphasised repeatedly
by Horowitz and others (8.9, 10) and Horowitz first demonstrated his synthesis approach in 1959 [9J;
unfortunately, the original Horowitz technique r,-lied heavily on designer involvement at a fairly routine
level and by its nature was not easily adapted to Computer Aided Design (CAD) prated,', hen the digital
computer became widely available as a design tool in the 1960s. Since then, the t, has been
modified, both by Horowitz and his colleagues fllt and others L1.2,133 and the rem •f this paper will•
illustrate the application of one of these modified techniques by means of a CAD '-ire applied to an
autopilot design. It should be noted, however, that since the technique is quit, i1, it is equally
applicable to the design of any feedback control device within the guided weapon ,wheth~er it be one
of the innermost actuator servo loops or the our~ermast guidance loop itself.

The theoretical basis of the synthesis procedure is• now briefly explained although further details
can be obtained from the references [ 13.14). Using the notation of the Xeneral two-degree-of-freedon
feedback system shown in Fig 13, it is readily verified that•

s N -- - (7)

S I + LN

where the suffix N denotes the cloaid loop transfer •unction S. the plant transfer function P and the loop
transfer function L when thn plant parameters Lake on their nominal values, which for the present time can
he assumed to be arbitrarily fixed wiLhin the range of possible parameter values. In fact, equaLion (7)•
is a sensitivity rmeasure that relater variations in the closed loop system S, about its nominal condition
SN to variations in the plant P, about its nominal condition P.. Thus, at each frequency of interest,
-S S(jý) and P./P(j-) map out regions or plots in the complex plane which represent the total amo~unt of
t~e variation 4inthe cloqed loop system S and the plant P respectively about thle point I + jO as the
parameters of P vary.

(,S , 1 ( I 021S - = S

S 01L 0 0

Figure 1 3: A two-degree-of- freedom feedback system



By taking the maximum value (with respect to the variable parameters of P) of the amdulus of (7) we
have

PN

xSI(.) -I u -() - Ij I
j I + L500i)

and it can be shown C131 that an optimum loop design (defined as the ose that satisfies the closed loop
sensitivity specification with the minimum h.f. loop gain for a given excess of poles to zeros in the
loop transfer function, i.e. essentially a minimum bandeidth loop) results when S. and P are chosen to
lie within the centre of their respective plots at each frequency. Is this case mxjSN/V - I I can be
expressed analytically in terms of the Fourier transforma of the botmds a(t) and b(t) placed on the
desired system time response (Fig 14), as

max[--(jwJ) - 1 1

This will ensure that, on average, variations in c(t) about the Amu(t) will be Ie" than v(t).

f Ib

[ / 10,. Ib,..,6(1/2

I
ORIO --il| 11/

Figure IA: Specifying system tim resposse bounds

* In general it is not possible to deduce maxIPN/P - II analytically and normlly it will be necessary
to construct a separate PN/P plot at each frequency. This indeed, is the approch adopted in the design
example.

Finally, having defined maxISNI/S - Ij and maxiP,/P - ij at each fresncy'of interest, LN(Jw) must
be chosen to satisfy 11 + LNI = maxjP,/P - I I/mXISNS - II. This effectively defines a circular bound
on L,(jw), centred on the I + jO point, and allows a particularly straigtfornard iterative application
of tie Bode integrals relating the gain and phase of a minimum phase skift system C 141.

We can now proceed with an application of this CAD synthesis techaique. The data tued for the design
example actually relates to a high performance aircraft but the ranges of parameter variation and the
sensitivity specification placed on the autopilot closed loop response are equally typical of a SAM missile
being boosted from launch up to supersonic speeds. The airframe transfer function is represented as

(I * Ta)

P(s) K P

(I +2 Y +
a 2p W pP p

where, due to altitude and speed changes, the parameters can vary as sham in the table below:

K 0.1066 0.312 0.262 0.0583 0.0223 0.0198 0.0199 0.3J6211.950 3.42 2.03 2.97p

T 8.13 3.55 4.85 11.36 27.32 54.35 38.68 3.08 0.48 0.51 1.05 0.86
p

.p 1.988 2.972 2.769 2.631 1.919 1.203 1.859 4.327 7.492 4.915 2.571 2.550

p 0.131 0.150 0.135 0.040 0.021 0.016 0.015 0.075 0.332 0.470 0.367 0.436

(derived from Ostgaard, et al 1962 [15])

It is clear from inspection of the table that the plant undergoes considerable parameter variations. In

particular, the h.f. gain (proportional to K T w 2) varies by 31 dB and, for most conditions, the response
* is dominated by a very underdamped pole pair.
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Determination of mdxlSj /S -

In terms of bounds on its time response (Fig 14), the assumed system specification may be interpreted
as requiring

I + C o(L)

A(j. ) - - B__ _) 0
* iY' ~j) j(I C(j,) . (jw)2)

0 0

where T - 1.3, C1 - 2.5, C, - 2, wo - 0.5.

From tchse expression4

I6 N W1 1i(jw+) - Ajjw)L
%&xj L(L I I

ts readily deterained as a function of frequency.

Determination of mMIIP N/P - 1

because the coefficients of P(s) are highly correlated chere is no simple method of establishing
maxF /P - I1. The approach adopted here is to find, by computer search, the conditions corresponding to
manx17PI end minil/PI for a few frequencies in the range of interest (ir, practice 12 discrete frequencies
in the range 0.01 red 2-1 to 100 red o-1 were used), to assign the nominal P such that /P lies midway
between the two extreme points at each frequency (i.e. the optimum contra) noinal conditiog), &nd then
to fit a model to these points which can be used to determine maxPN /P - I I at any frequency, The approach
saves considerable time compared with determining the central nomiral at each frequency (which for irregular

/PF/ plot shapes would usuAlly need to be done by manual inspection) end provides a good approximation to 0
Asie true central nominal, The nominal values found by this method were tK - 0.04, Tp @ 29.4, w1P & 1.6,
P " 0.4. N N N
PN

Determination of the optimum L N

Before proceeding with the determination of the overall nominal loop response Lv, another pert of
the system design specification must be considered, namely the response of the missiTe airframe to
disturbances. This is because the optimum L design must fall off as rapidly as possible at h.f. and
this will necessarily erode stability marginl. Such erosion will not affect the response of the system
to input demands since these will pass through the pra-filter GC, but inputs entering the loop directly
(eg. gust disturbances) could excite unacceptable transients. for this reason minimum stability margins
must be specified, In the present example we will assume a specification which requires that "gusr
disturbances will be damped to lees then one-fourth amplitude in one cycle". On a Nichols ghart this is
equivalent to ensuring that LN(JW) lies outside the dotted region surrounding the 0dB, -I10 poLnt (Yig I).
The length of the vertical section of this "disturbance boundary" is equal to the maximum increase in
h.f, gain of P(jw) from its nominal value (2548).

The syntheise of L (jw) may now proceed and is conveniently split into two parts, Firstly, the
choLce of L (jw) at low and mid frequencies where the resul:Ang optimum L.N(Jw) must sit on thu L
boundaries Idofined by II - LNI - NXPN/F - II/mAxISN/S - 11) at each frequency and also liattle the
disturbance boundary (Fig IS - upper). Secondly, the h.f. design must ensure that ILN(Ji)I falls off as
rapidly as possible for a &;iven excess of poles to zeros (taken as 4 in this example) whilst Also
satisfying the disturbance boundary (PiK 15 - lower). •

The lf-mf design is carriod out using iteration on numerical representatlon, of the Bode integrals
L14,16) and is seen to ha optimum since L (J;,) just sits on its respective boundaries at each frequency
I III (the 

1
|N boundaries are shown in Fig 5 merely to Vilumtrate thisi their construction is not

mandatory so it is with other optimum loon synthesis methods),

At high trequencies the LN(jw) to fitted by trial And error methods (Fig 15 - lower) but this is
straightforward since the only requirement is to avoid the disturbance boundary with tne minimum of over-
design. The overall LN( ) is chneked using the Bode integral program to ensure that no change has
occurred in the low and middle frequency region.

Implementing (;i J) and G2;(jw)

rihe optimum GZ . lN/l'N must, uf course, be (mplemented by a rationnl trarislur function and the
result of fitting

C2  -80( 
+ i) 2

x(I 0 + )( --I -)(,I 0.2e +
8 400 8 -070.0 40

to the i rue optimuim (;, in chown in Fig 16.
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Figure 16: Comparison of IC21 for the current (optimum)
design and the original design (Horowitz (171)

Also shown is the original C2 (Horowitz C'17), which represents the first attempt at an optimal autopilot
design for the sau plane variation data and system design specification used above. It should be stressed
that in 117) Horowitz was concerned primarily with drawing attention to the effectiveness of passive
(i.e. fixed compensation network) adaption in extreme cases of plant variation and the original C2 was,
perforce, designed largely using trial and error techniques.

Finally, G - S, (I + L.)/LN is obtained. In this case GI has an excess of zeros to poles and so
its exact practical Vmplemen~ation using the structure shown in Pig 13 is not pcssible. However, it is
possible to construct A realisable approximation to CI which is valid for all but the highest frequencies
and this is given by

( -
GI 2

A simulation using the above GI and G2 was carried out for all sets of the plant parameters and in
all cases the responses satisfied the specidication, albeit only marginally in some cases, but this is
to be expected from an optimum dnsign. For example, two typical sets of responses are shown in Fig 17
and it is seen that the step response specification (requiring that on av'erage the variations in c(t)
about the mean should be less than V(t) W (b(t)- a(t))/2) has been met, as too has the disturbance
response.

177

2 0 sac

System step responses Loop dist,irbance responses

Figure 17: Two typical sets of responses of the optimum design

The synthesis procedure out)hined in this section r-presentA one approach to the problem of
"robust" system design, an area of control enginerring that has only comparatively recently r-ceived
much attention from the control fraternity. Its chief advantage lies in its use of frequency response
ideas and is therefore accessible to the engineer with a classical conltroi backgrouad. Furthermore,
it is highly traesparent in revealing where tradeoffs may be made between bandwidth (and what that
implies in terms of the bize and power requirements of actuators etc) and sensitivity specifications
and is rhus an ideal tool for use in parametric studies on SAM systems,
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S. CONCLUDING REMARKS

We have discussed the general structure of guidance loops for SAM systems and have considered two
important design problems associated with their implementation.

Firstly, the importance of structure and the necessity to include additional signal paths when
implementing networks with switchable parameters has been emphasised if transients are t(, be eliminated
from the guidance loop itself.

Secondly, a CAD technique for synthesising optimum or minimum bandwidth closed loop system has
been illustrated by means of a significant design example.

Both topics are essentially concerned with optimizing performance in a very practical sense and
the solutions proposed are applicable to a wide range of situations that are encountered in SAM system
design.
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SUMMARY

This paper deals with the implementation of terminal control guidance laws on
line-of-sight, radio-commanded missiles. Specific problems examined include : range-
finding accuracy, effects of tracker filtering, and switching from stationary to terminal
controller. Performance is compared with active homing guidance for the case of medium-
range, surface-to-air missiles. The parameters compared are : missile path curvature, agi-
lity, and effects of sensor noise. Both conventional and optimal control laws are consi-
dered.

INTRODUCTION

The main differences between radio-commanded missiles, referred to hereafter
simply as "command missiles", and homing guidance types are well known. First, assuming
continuous tracker-missile-target alignment, command systems are generally considered to
have a less favorable path in the case of lqng-range applications against high-altitude
targets. Moreover, the fact that the seeker of a homing missile is on the missile itself
means reduced influence of range dependent noise hence improved accuracy against long-
range targets. However, various other considerations must be taken into account including
protection against jamming, low-altitude efficiency, and ease of operation. The agility
of the respective systems is also frequently compared. It is often claimed, for instance,
that homing missiles are more accurate against maneuvering targets because the response
time of homing guidance terminal control is better than that of the command guidance sta-
tionary control. However - and this is the central theme of this paper - if missile-to-
target range is measured, terminal control can be used for command systems so that this
difference disappears.

The paper is organized as follows. First, the basic statements of optimal termi-
nal control are reviewed. Then section two looks at the ways in which terminal control
can be used in command guidance systems, and specific constraints. In the third section,
the accuracy of homing and command systems, using both conventional and optimal control
laws in the two cases are compared in the case where sensor noise is limited to thermal
noise.

Note that the flight paths considered here for command systems are all characte-
rized by alignment, irrespective of whether the control law is stationary or terminal.
This requirement is imposed by the fact that a common tracker beam is used for both target
and missile. A terminal guidance law is termed "conventional" if it corresponds to classi-
cal proportional navigation ; it is further termed "absolute" if guidance is by homing, or
"relative" if guidance is by command.

1. OPTIMAL TERMINAL CONTROL : BASIC STATEMENTS

The optimal control law for the terminal guidance of a missile includes an esti-
mator of the instantaneous state variables of both the missile and the target. This is
connected to an optimal deterministic controller. The law yields the minimal missile-
target miss distance.

If the model of the missile and target is linearized and if the performance index
is a linear quadratic gaussian (LQG), then the certainty equivalence principle is valid
and the estimator and controller can be dealt with separately.

The statistical definition of sensor noise and target maneuvers is then required
solely for the computation of the maximum likelihood estimates (Kalman filters).

The optimal controller, which drives a commanded acceleration via an autopilot,
is computed to minimize a performance index, J, of the form

J = E (y(tf)2 + P a
2

(t) dt) (1)f to

where : tf intercept time, y(t f) miss distance, ac commanded acceleration, p weighting

factor (penalty on commanded acceleration).

or
tf

J =f a 2(t) dt (2)"to c

with y(tf) assigned the value of exactly zero, rather than being approximated to zero.
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Bryson and Ho (5) have shown that the Solution to Eq.2 is

a -- aCt) z(t) (3)C

where z(t) is the miss distance , called the zero effort miss (ZEM). This is obtained by
setting ac - 0 at time t. The variable gain, a(t), then tends to infinity as t approaches

tf. When P - 0 the solutions to Eq.1 and Eq.2 are the same.

An interesting point concerning the law defined by Eq.3 is that the miss distan-
ce value and the miss distance estimate are the same for stationary noise and an asympto-
tic filter. This, in turn, clearly demonstrates the practical importance of the estimator.

It should be noted that there are an infinity of linear controller laws fcr which
the miss distance is zero in the absence of noisc, and that these laws differs as regards
their acceleration histories. It should be further noted that these laws yield zero miss
distances irrespective of the missile response time and of target maneuvers. However, the
situation is radically changed if constraints are placed on the missile's lateral accele-
ration. One must, in fact, resort to laws that anticipate missile motion if one is to
avoid or reduce the impact of saturation phenomena and minimize the resulting Lise dlL-

tance. From the accuracy standpoint, bang-bang control ensures the best use of the missile.
A special and particularly interesting case of such a law is provided by differential
games with bounded command. Shinar (Ij has shown that, for a zero-sum game with cost
funrtion ly(tf) , and assuming that both the target and missile correspond to first-order

transfer functions, then the optimal law has tie structure illustrated in Fig.l.

ZEM z Z

St f-t

Fig.1 Terminal controller with bounded command 5

The cross-hatched area is bounded by the minimal isocost curves giving the value
of the minimax miss distance as a function of the maximum lateral acceleration of the
missile, a that of the target, aT' and of the missile and target time lags, TN and !T"

Without noise, the miss distance can be zero only if

aM > aT And if (5) 0

aM aT
H> - (6)

T T
m T

An upper bound for the miss distance is obtained by assigning T,1, = 0. For given
aN and a , this bound is proportional to T' which clearly indicatas the practical impor-

ST H
tance of missile response time. Note that In this non-linear case, the separation theorem
does not hold.

2. TERMINAL CONTROL OF COMMAND MISSILES

Generally speaking, command missiles are represented as being cr.Erolled by a
PID (proportional, integral and derivative) type stationary controller operating or, the S
missile position coordinate normal to the launcher-to-target line and here termed the
"retric misalignment" (which constrasts with the "angular misalignment" commonly encouni-
tered in angle tracking). The metric misalignment is thus the product of the missile-to-
target angular misaiignment, as measured by the launcher-mounted tracker, and the range,
RM, from launcher to missile. This range may be that measured by a ranae finder or it

may be an estimated range obtained by calculation. See Fig.2 ang Fig.3.
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\0

M T

RR

L T.

Fig.2 Geometry of command guidance

af 26''+8R

Fig.3 Block diagram representing stationar•" controller for command guidance

RM launcher-to-missile range, RT launcher-to-target rarnge, e absolute target direction,

.4 T

C angular misalignment between missile and target, y metric misalignment between missile......

and target (missile position coordinate normal to LT), k i, kp, kv controller gains. af

acceleration feed-forward, aL achieved acceleration, F(s) tracker transfer function,

P(s) autopilot transfer function.

Closed-loop command is helped by a feed-forward term reculting from an estimation

ot the acceleration component perpendicular to the velocity vector and induced by the
alignment constraint. This estimator is computed by processing the OUtput signals from

5the tracker gyros an! the tracl:er itself. The estimate is exact if the target velocity•
vector is constant.

TFie tracker transfer function, F(st, in fact corresponds to the tracker output

filter applied to the anggular misalgnment, C. Another filter, not represented in Fig.3,

ie generally applied to the metric misalignment, y.

The loop gains are adjusted so that y is minimized at each instant in time. This
is necessary both to keep the missile within the beam and to ensure interception with a

target an unknown range.

If the target range is known, a terminal law car be used instead of a stationary

law .

2.1 CONVENTIONAL TERMINAL LAW. RELATIVE PROPORTIONAL NAVIGATION

a n This law is the trahiseposition of the classical proportional navigatiun law intom

the coordinate system of the tracker.
igeealap le otemti iainet y .T

Fig.4 Geometry of relative proportional navdgatui~n

If OR is the relative bearing and Rl the mssile-target range, then l

MT
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a M NR 0) (7)
c MT R M T

R
OR R Y R (8)

MT MT

Using Eq.8 to compute 
0
R then substituting this into Eq.7, we obtain 0

a - - N y ( 9 )
c ( f- t), tf-t 

"

This RPM law is identical to the PID law if we assign the variable gains as follows

N Nk -- kI = 0 (10)
kp (tf-t)2 t -t

a f

Fig.5 Brock diagram representing relative proportional navigation (RPN)

Fig.5 represents RPM if it is assumed that R = MT (t f-t)

2.1.1. SWITCHING FROM STATIONARY TO TERMI''%L CONTROLLER

The RPN gains given by Eq.10 are not sufficient to keep the missile within the
tracker bpam when ( f-t) is large. It ik thus necessary to reserve RPN for the intercept

phase and to use a stationary law during the initial phase

In the absence of noise, it is possible to exactly null the miss distance induced
by the state variables (i.e. by y and its derivatives) on switching from stationary to
terminal law. However, this method is not robust. It is thus better to wait for the ex-
tinction of the natural response, i.e. to switch from the stationary law to RPM at a
time-to-go that is at least equal to the response time of the RPM loop. This time is, in
turn, strongly dependent on the available lateral acceleration. Practical values range
butween 0.5 s and 3 s. Eq.10 tells us that continuity between the stationary and RPN
gains at switchover time only exists under the following conditions

k
2  

k *
N = k and tf-t = -- v

P p

Now, absuming that ki = 0 and that k. and kv are adjusted so that the damping

ratio of the stationary loop is 0.7 , we then have, roughly at leact, kv = 2'k and
p

N z 2. However, such value for N being scarcely used, one frequently observes a discon-
tinuity which in fact expresses the difference between the dynamic behavior of a statio-
nary loop and that of an RPN loop.

N

(tf t)

k0

PI

1/ t f- t

stationary , RPIJ t

tf S

Fig.6 Stationary and terminal gains as a function or time
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2.1.2 EFFECTS OF RANGE FINnING ACCURACY

V
V. M. .

y

a C

""R T

L0

Fig.
7  

Effects of range finding accuracy

I point of intercep, VM missile relative velocity vector, týR range measurement error, a

inclination of V. relative to tracker beam.

The range measurement error, _R, includes a constant or slowly varying term, ARc,

induced by calibration bias or filter lag and a stochastic component, 6Rf, with zero mean.

For most range finders, ARC is much greater than ARf. The stochastic component, LR.,

induces a new metric noise aR ARl. However, given that 6Rf and CR are both small, the

effect is generally negligible in comparison with those of glint ant angular noise.

The constant or slowly varying components, ARc, induces an equivalent displace-

ment of the point of intercept,I, which, in turn, results in a parasitic miss distance
equal to a !R A.R

Note that, in the presence of range measurement errors, 0R must be minimized,

and hence 0 too. This means that alignment should, at ail times, be as nearly perfect as
possible.

2.1.3 EFFECTS OF METRIC AND ANGULAR FILTERING

The noisefilter associated with the guidance law can be applied either to cR

(Eq.7) or to y (Eq.9). The first case corresponds to the insertion of an angular filter

after the variable gain t in Fig.5, the second to that of a metric filter before the 0

variable gain. In conventional homing guidance, the filter is angular. In contrast, the
Kalman filter used in optimal terminal guidance corresponds to what is here termed a
"metric filter". During the RPN phase, the tracker filter, F(s), is equivalent to a me-
tric filter, in spite of the fact that it is applied to an angle. One can indeed assume
that, during the firal RPN phase, RM is constant ; which means that RM and I/RM both va-

nish by compensaxior in Fig.5.

The dynamic properties of the conventional terminal loop (be it homing or RPN)
are profoundly modified according to whether the filtering is angular or metric. From a
theoretical standpoint, this can be seen in the response x(t) (with Laplace transform
X(s)) to a position impulse of the adjoint system to the basic linear system depicted in
Fig.8.

6( ) X ls) X s -
X (3 s, - Pis) Ns tF(s)

T7 --- d- DI-_X(s'-1

Fig.8 Adjoint model of RPN

It is well known that (6) X(I) can be used to compute the miss distances induced
respectively by a stochastic target maneuver TT(s), stationary metric ncise nnis)



2. 1 f X(-s) x(S) (s) do (11)2 J w a or ýTT (S i 1

n . _L I -J (x(s) - 1)(x(-.) - 1) *.(a) da (12)

cr by an evasive deterministic target maneuver such as an acceleration step

E(s) (Inverse Laplace e(t)) (13)

Without metric filtering (F(s) = 1), the open-loop transfer function of the ad-
3oint system can be expAnded as follows

bI

NP(s) a a E b (14)
5 s i S- pi

and one has

ibX ( S ) - s a l ( p i )( 5

With metric filtering, X(s) does not exist and the response. eft), is generally
unstable (2). In the simple case where F(s) " and Pis) - 1, the response, e-t) can

be depicted as in Fig.9.

tA

Fig.9 Position response of adjoint system to an acceleration step

Thus, when using RPN, it is important that the filtering applied to the tracker
output signals be reduced.

2.1.4. OPTIMIZATION OF ANGULAR FILTERING

Using Eq.11 and Eq.12 we can compute the form of X(s) required to minimize the
total miss distance d2 = aT 2 + n 2 . The result can then be used to compute the correspon- 5
ing overall missile transfer function, P(s), using Eq.14 and Eq.15.

ýTT(S)

(nn s)

Fig.10 Minimization of d
2

The diagram in Fig.10, representing Eq.11 and Eq.12 shows that d is also the
error estimation y of the metric deviation y at each time by a Kalman filter (more preci-
sely a Wiener filter) K(s) = I-X(s). Hence -his important theoretical conclusion : when
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both noise and target maneuvers are stationary, the miss distance given by an optimal

angular filter is equal to that given by an optimal terminal law using the performance

iniex of Eq.2.

Some simple case studies.

a) OTT(a) OTT ' Onn
1

s) - nn (TT and nn constant)

ZI

X -s) a with m (16)
22 , m /T + m a

d
2 

- /72 'TT nn (17)

2 mm VT- a +

N .2 P(s) (18)
,2 + m V/-2 9 + 2

b) OTT () " O±T JJ , *n (a) * nn (0 Constant)

X(s) - + with p : (19)
83 P2ps 2p's + p3

1

d 2 2JJ TýnnT (20)

2 ps2 + 4 2+ p3
N - 3 PI,) - 'T 5 (21;p5 (21)

93 + 2ps
2 + 2P

2 s + p3

c) rTT() n ' nn ( - nn

The poles of X(s) and P(s) follow a Butterworth configuration of degree (n+2)
and 14- n+2

In most cases, neither the poles of the autopilot nor those (if there are any)
of the seeker coincide with the poles of P(s). This, in turn, means that it is generally
impossible to implement an optimal angular filter. In contrast, and as is well known, it
is generally possible to implement the metric Kalman filter used in the optimal terminal
law.

2.2 OPTIMAL TERMINAL LAW

The implementation of the optimal terminal law in the case of a command guidance
system is illustrated, for the simplified case of a Kalman estimator of degree 2, in
rig.11. It is assumed that no signals generated by missile accelerometers are available
to the computer, which implies the need to model the missile autopilot. Note, the higher
the degree of the estimator, the higher the loop sensitivity to the accuracy of the model.
Nesline and Zarchan give examples of such sensitivity for homing guidance with an estima-
tor of dog? e 3 ( 3.

The feedforward term is used as shown in Fig.11. This term is generated through
the sepprate estimation of 0 and b as functions of target noise. The reason for resorting -

to sopatate estimation, rather than common estimation by the Kalman filter, is that the
assumptiins made concerning the target's mean trajectory are not the same as those concer-
niing its evaaive maneuvers.

Metric Kalman fil'..rLng does not result in the instability mentioned above in
response to en acceleration step by the target. But, in the case of a degree-2 filter, it

does result in a bias of I/m'. In the case of a degree-3 filter, this bias is zero.

The effects of range measurement error& are the same as for RPN. The timing of
the swithover between stationary and optimal terminal law depends, as with RP , on the
available lateral acceleration and the estimator response time.
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, 2

SFig.l1 Command guidance. Optimal terminal law S

a3(t (-e t)

3p + 3/2 T
3

(l-er2) + 3 •2 tr(1.2e ) + t 2 
(t -3t)

rr r r r

q = T(e -1) ÷ t T (23)
r r

t

tr tf-t er -e

a f rE

2.3 STATIONARY LAW ADJUSTEMENT. COMPARISON OF STATIONARY AND TERMINAL LAWS S
It is good policy to minimize y at each instant in time so that the system is

able to cope with a fortuitous loss of range measurement, as in the case of jamming. This
is of course the Only policy if target range is not available. Recall also that, whateverthe circumstances, good alignment always minimizes the impact of range measurement errors

oi miss distance.

In a LQG sense, the optimal stationary law includes a Kalman estimator identical S
to that, used in the terminal law, and a controller minimizing the following performance
index

tt
J - j (y (t) ÷ i a 

2
(t)) dt (24)

The miss distance induced by such a law is always greater than that induced by
a terminal law with a performance index such as that given by Eq.2. In pracmical terms,
this means that the advantages of terminal control are greatest in the case of targets
characterized by weak noise and energetic taneuvering. This is due to the fact that the
gain levels used during the terminal phase are in a range that would be unacceptable du-
ring the mid-course phase xsee Fig.b)

3 ~C3?PARISON OF COMMAND AND HOMING GUIDANCE

Consider the case of a medium-range (may 12 kin) •urface-to-air missile. We wish0
to compare the performance of one type, featuring a stabilized active seeker, with thatof another type featurina a launcher-mounted, narrow-beam tracker. It is assumed that the
targer range is avapioble in both cases. Let us now compare the following quantitiers ,
t missile path curvature,

missile agility or response to evasive target maneuvers, and
- effects of sedugsor noise.
3.2. MISSILE PATH CURVATURE H

If the tarhet cross-range is non-zero, the12 tkme lateral acreieratiors reler. e by
a command guidance oCG) misslne is away much qreater than that rebuired bai a homwni out -
dance (HG) tissile, even takani into account honina head gtrbal angle ionstrainte. tJetlec-
ting the missiles deceleratio: and angle of attack, the lteral acceleration required
to intercept a constant-speed target on a straight trajectory is, aaccrdnn to r,:ferer,

2V Vf sensor nose

aL c cos:



V

V 1T

cI

Fig. 12 Command missile fli_ -1 ath. Interception phase •

If we consider the case where C .2 000 m, V - VM . 500 mIs
1 

and e - R/2 , then

aL - 250 ms for a CG missile and a L 0 for HG missile.

However, if the target cross-range is zero, the situation is reversed. Simulation
studies show that, for the target paths scetche in Fig.13, the lateral acceleration S
required by a homing missile is generally greater than that required by a command missile
irrespective of the range at which the seeker lockc on to the target. In both cases the
missile is assumed to coast after initial acceleration (i.e. to be decelerated during
the intercept phase). The homing missile is also assumed to have been launched in the
general direction of the intercept point.

Y Y V - 300 me "

V - 700 ms'1 4 560 m a - 10
max

am lg
max

__2 100 m
x x

23 m X

4 500 m 9-000 m
Tar et W Target B

Fig.13a Sinusoidal target path

Horizontal intercept ranges (km)

1 2 3 4j 5 6

.)1 15 10 7 8 12 Command

>2S 13 7 10 25 25 Homing

Fig.13b Maximum missile lateral acceleration on target B (g)

Horizontal intercept ranges (km)

1.25 1.5 1.75 j .5 2.S

12 7 6 8 10 9Command

21 23 16 15 20 24 Homing

Fi,.13c Maximum missile lateral acceleration on target W(g)

The kinematic advantage of 'command guidance over homing guidance in this case
can be attributed to the fact tte maneuvers the missile has to develop to follow th'Ise
of the target are attenuated by , factor of approximateiy R M/RT'

3.2 RESPONSE TO TARGET EVASIVE MANEUVERS

Here we assume no noise in eAch case. In the linear case, i.e. with no bounds on
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lateral acceleratio',, ,he terminal law with a performance index of the form given in
Eq.2 yields a zero miss distance irrespective of the nature of the maneuvers executed by
the target. Hence, in this case, there is no difference between CG and HG.

If we now assume that lateral acceleration is bounded by aM , the usefull compo-

nent against target lateral acceleration is c- --- , where ,'- is the angle between the mis- -

sile and target velocity vectors. Here, CG suffers a penalty if the target cross-range
is non-zero because the corresponding value of 4' is greater than for HG. If the cross-
range is zero then, as we have already seen, CG ic better than HG.

Returning to the case of conventional linear proportional navigation with cons-
tdnt gain (N) and without filtering (no noise), the overall missile transfer function
strongly differentiates between CG and HG. What we are in fact comparing are the loops .
of Fig.14 where P(s) is the autopilot transfer function and A(s) tne seeker transfer
function.

I NoP")-

Command
TT

1 Ns A(s) P I)
&tt 2

If

Homing

Fig.14 Linear guidance loops

If P and A are assumed to correspond to first-order lags of Tm - . and T

then the adjoint impulseresponse is found, using Eq.14 and Eq.1S, to be -m A

N wA N w

X(s) . (s ( wM (a A m A (26)

which reduces to

X(6s 1 sN a + )-N if TA - 0 (27)
and 

mA

N Wm

X(Is) - 9N(a + -m)_N es• m if W)A " W (28)Isem

Curves for!X(-ij are shown in Fig.1S.These give the maximum miss distathce ob-

served for a missile fired at a target with sinusoidal acceleration characterized by
angular frequency ,, amplitude 10 g, and random phase (uniform distribution between C' S
and 2-1).

As can be seen, the lag of the seeker heavily penalizes HG. This finding is
confirmed by simulation. Moreover, the difference is even larger if parasitic coupling
(due to, say, radom aberration) is introduced ana if more realistic representations of
transfer functions A and P are used.

3.3 EFFECTS OF SENSOR NOISE S

3.3.1 CHARACTERIZATION OF SENSOR NOISE

Assuming zero rAnge measurement error, then clearly thiý quantity can have no ef-
fect on conventional or optimal con:mand guidance, nor nn optimal homing guidance. Aseumin-
also that the glint noise is the same in both cases, the comparison is reduced to that of
the eifects of thermal noise only ir. both cases. Thermal noise can be convenirntly charac-
terized by its spectral density, tt' and its bandwidth. The tnermal noise bandwidth always 5
being much greater than that of the juidance loop, it can bo assumed that 'it ia uniform.
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Fig.15 Maximum miss distance induced by sinusoidal target path

Ot (29)

where R is the range from tracker or seeke; to target and is the target's radar cross-
section.

(4r) 3  e K T L F 3
6. ( 30)

m2 P G2

where B is the antenna 3-dB bandwidth, K Boltzmann's constant, T the temperature, L the

overall loss factor, F the receiver noise figure, m the system error detection slope
angle, Pa the average transmitted power, G the antenna power gain, and X the wavelength. .
Of course the main difference between CG and HG is the fact that in one case R is the 0tracker-to target range and in the other the missile-to-target range.

3.3.2. COMPARISON BETWEEN CG AND HG FOR CONVENTIONAL GUIDANCE

Referring to Fiq.14, it is assumed that the only noise filtering is that natural-
ly attributable tv A(s) and P(s).

In the case of CO, it can be assumed that the thermal noise level is constant in _ O
the vicinity of the point of interception, and that its mean metric spectral density, I.e.
the mean spectral density expressed in terms of distance instead of angle, is given by i

RI

0 , 6 1 (3 1)
ttm R 0

where 6R iz the tracker B factor and RI the tracker-to-intercept range. Now, assuming .

that P(s) is a first-order lag, T., and that N - 3, Eq.12 yields the corresponding m).ss

distance i

2 33 Ottm 33 RI 6 (
nc 16 T 16 a Im m

In the case of MG, thermal noise is radically non-stationary. The mean metric
spectral density of this noise is given by :

R MT6(t f-tt

0ttm , BS M = @ttmo (tf-t (33)

where B.S it the seeker 9 factor. However, Eq.12 is no longer applicable. In the adjoint

syotem shown in Fig.8 the impulse 6(t) inducing X(s) must be replaced by 6(t) 0. Hence
in Eq.12 one must also replace X(s)-1 -y y(s) where Y(o) ic dofitred by

Y(s) e((x~t) -6t))t') or (34)

Y(sl - -- (3 t - - X (s)
ds s d96
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if we now assume that the overall A(s).P(s) transfer function is a first-order lag, T Am'

and that 14 - 2, then the corresponding miss distance can be expressed as

6nH 2.75I Am or as (35) .
nH 32 Am ttmo

A ' 8 T
2. 675 MT S Am

OnH 32 a

The range, RW, can then be computed for the case where the miss distance indu-

ced by thermal is the same for both CG and qG. This is done by combining Eq.32 and 35
l0

RIo . V(TAm Tm RMT (36-

Now consider a numerical example with the following plausible values : B - 4.10"25,R
S- 2.10-19 (rad

2
.'s.m

2
), Tm - 0.12 2 , and TAm - 0.24 s. This yields Ri u 1.8 ;8 T

which demonstrates that the range beyond which CC is penalized relative to HG is short,
about 3 km.

However, a valid coraparison must focus on the overall miss distance resulting
from both thermal noise erd target maneuvers. As stated above, the component induced by
glint noise is assumed to De same in both cases. Using the simplified transfer functions
previously assigned to P and A.P, the maximum miss d3stance is given, in rms form, for
a target executing a sinuscidal trajectory, by Eq.27 as

N01 2•_2 22
a T - aT T (1--) (37)

Therefore, with N - 3, we have i

OTC .. 29 aT 2 for CG (38)

a * .29 aT T Am2 for HG (39)

.1 n (O H + aT 2)

The range, RH, for which the overall miss distances, C a T 2)2 and I ci 2 TC 2)2

are equal is given by i

S 2 2 *. 16"IT ( Am T ) R 33 (40)

The effects of the term involving a.2 are indicated in the table below (Fig.16) for the

same numerical example as stated above and for MT " 1 000 mg"I.

0
0(ml)

a T(g) 0.1 1 10

0 2 800 2 300 Z 800

* -0
- 4 640 6 760 9 920

L o 5 810 3 510 12 5 0,

Fig.16 Intercept ranges giving the same miss distances for both CG and HO

For each range given in the table, CG is more accurate than HG at shorter ranges
and less accurate at longer ranges. Thus, broadly speaking, we can state that CO is bet-
ter than HG for large targets capable of high-power maneuvers. In each caqe, the ranges
indicated in Fig.16 are greater the more realistic the seeker and autopilot models.

3.3..3 COMPARISON BETWEEN CG AND HG FOR OPIMAL TERMINAL GUIDANCE

It was fourd in § 2.1.4 that optimal terminal CG can )nly be implemented ising a
metric model. The corrpsponding implementation for optimal terminal HG his also been
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presented by Nebline (3) using a third-order estimator. The block diagram shown in Fiq.17

is essentially the same except that the estimator has been simplified to the second

order. This implementation should be compared with that for CG (Fig.11).

C ÷'

I c

- T

A "

Fig.17 Optimal terminal HG

absolute direction of missile-to -target line

WA absolute direction of seeker boresight axis

e seeker boresight or tracking error.

The important point here is that the seeker lag, /Aw is compensated by' the
AS

estimator, so that the reason for the difference in agility between CG and HG in the
case of conventional guidance vanishes. Note that the same result can be achieved by
measuring "A using an IMU.

If the seeker lag were perfectly compensated, the overall transfer functions
of the missiles would be identical and the range, RI, up to which CG out performs HG

would be reduced. In practice, however, such phenomena as radome aberration and para-
sitic coupling effects limit the potential fo-7 effectively reducing RI'

4 CONCLUSIONS

An interesting theoretical result, conctrning both CC and HG, is that optimiza-
tion, in an LQG sense, of the terminal law results in the same statistical accuracy,
irrespective of whether this i3 done using angular or metric filtering, if target maneu-
vers and noise are stationary. But, only the metric optimal law can be implemented.

With regard to pure kinematics, the line-of-3ight (or alignment) trajectory of a
CG missile tracking a target with non-zero cross-range results in missile lateral accele-
rations greater than those required in the case of a HG missile on a proportional navi-
gation trajectory. Even if these accelerations do not exceed the missile's maximum acce-
leration capsDility, they reduce the efficiency of its response to target evasive
maneuvers requiring further increasing of curvature of the missile path. The situation
is reverser when it comes to a radial target (zero cross-range), i.e. the curvature of •
the alignment t.-ajectozy of a CG missile is less than that of a HG missile, irrespective
of any maneuvers when closing on the launcher. In the case of conventional terminal gui-
dance, i.e. for an HG missile using absolute proportional navigation or a CG missile
using relative proportional navigation, the limited bandwidth of the seeker tracking loop
heavily penalizes the HG missile when homing on a maneuvering target. This, in turn,
effectively reduces the advantage of HG associated with the fact that its thermal noise
vanishes in the vicinity of the point of interception. It is thus possible to define a
range that is a function of target size and target maneuvering capability and below which
CC is more accurate than HG.

In the case of optimal terminal guidance, this disadvantage of HG vanishes to the
extent that the response time (or lag) of the seeker loop can be compensated. However HG

must take account of certain specific sources of disturbance which cannot be compensated
because they are unknown. These disturbances include radome aberration, parasitic coupling
between seeker and missile, and noise introduced by ine,tial sensors. Thus we once again
find a zone of short ranges, where CG out performs HG.
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UN NOUVEAU CONCEPT DE PILOTAGE DES MISSILES
APPLIMAION AUX SOL-AIR

G. SELINCE

AEROSPATIALE - DIVISION DES ENGINS TACTIQUES
2 A 18 rue B~ranger - 92320 CHATILLON - FRANCE

RESUME

Le pilotage d'un missile A I aide d'un dispositif pyrotechnique crisant directement la
force normals nicessaire au pilotage au voisinage immidiat de sorn centre de gravit6,
posside des propriltls dynamiques remarquables, pratiquement independantes de
l'altltude et de la vitesse de vol.

Du falt de sa consommation filev~e en poudre, les applications aux missiles tactiques
ont, semble-t-il, 61t6 jusqu'ici restreintes A des missiles antichars 4 temps de vol
court et A feible capacit# de manoeuvre.

L'application aux missiles sal-air devient possible A condition d~assacier 1e pilotage
pyrotechnique A un pilotage airodynamique classique. L'association ainsi rialisle
posside les avantages de ses deux constituants, en particulier un temps de riponse trfs
faible et une capacit6 de manoeuvre intfressante A haute altitude et/ou basse vitesse.

Ce type de pilotage permet de riduire la distance do passage d'un missile guid6 en
prfsence, par exemple, d'une cible manoeuvrante ou volant A grands vitesse A haute
altitude.

Cette communication prfsente les principes giniraux d'un tel pilotage et des exemples
d'applications possibles A des missiles sol-air A capeclti antimissile.

1. INTRODUCTION

La difense contre les missiles tactiques de la giniration actuelle est un problime dont
- 1a difficult# et l'importance vitals ont 61t6 ricemment illustries par 1'EXOCET lors du

conflit des Iles Nalouines. La menace future, A terre comme en mer, sera encore plus
contraignants du fait de P~accroissement privisible de la vitesse et de ]a
manosuvrabilit6 des missiles assaillants, d'un niveau ilev6 de brouillags et du
caractire saturant des attaques.

Face A cette menace, de nouveaux systi~mes de difense, actifs, a bass de missiles
autoguidis, seront nicessaires.

Un des probILImes posis A ces missiles est de rialiser ]a destruction structurale de
l'hostile - voire la des~truction de sa charge militaire - pour assurer une protection
rapprochie efficace des obJectifs difendus.

La destruction structurale d'un missile a l'aide d'une charge clessique exige une tros
faible distance de passage sous peine de devoir accroitre dens des proportions
inadmissibles le masse de cette charge et celle de l'antimissile. En prisence d~une
cible supersonique tr~s manosuvrants cette feible distance de passage implique une
dynamique de l'interception finale tr~s supdrieurs A cells des missiles sol-air
actuels. Les paramktres qui r@gissent cette dynamiqus peuvent 6tre rdsumis en termes

de seseur la vu), guidage (lintelligence),cepacit@ de manoeuvre (la forcze) et de
pilo~tege HTe rdflexe). DUesprgris, parfois majeul's, ont et@ re-aTi-ses ou se dessinent,
eans ces diffirents domeines et sont susceptibles d'apporter une riponse partielle aux

probl~mes posis. Citons, sans souci d'itre exhaustifs, les cepacitfis nouvelles de
traitement de l'information, les techniques de filtrage ou de guidage optimal, une
maitrise accrue de eI'arodynamique des hautes incidences ...

11 existe cependent une butie dens le domains du "riflexe". Elle est hise au principe
mime du pilotage airodynemique classique dens lequel le dispositif de commands
(gouverne, diviateur de jet . .. ) crie un couple qui provoque un mouvement d'assiette
lui -mime ginirateur de l'incidence propre 8 crter la force utile. 11 en risulte:

- une limitation de rapidit6 du pilots autometique du fait de la multipliciti des
"intermidiaires" a contrdler et des couplages tridimensionnels qui prennent naissance
aux incidences ilevies,

- uns limitation du temps ds riponse global admissible d'un missile autoguidi. sous
psine de ie dsstabiliser,par exemple sous l'action conjuguis d'une prise d'incidence et
des aberrations de rad6me.

En prisence d'une cible rapids et agile, cette insuffisance de riflexe conduit A une
distance de passage importante. En effet, la plupart des composantes elimentaires de
cette demuire croissent avec is temps ds riponse du missile guidis - palr exemple comme
son carr6 en prisence de manoeuvres.



L e pilIot age des f utt Is m is SilIe s A vocation antimissile devra poss~der des
caractfiristiques significetivement am~liortes, c'est-A-dire A I a fois une grande
capaclt6 de manoeuvre et un temps de r~ponse tr~s diminu6, m6me en altitude, sans qu'll
en r~sulte une senslblllt6 accrue aux effets n~fastes lies A la prise d'incidence du
pilotage classique.

Le pilotage par ailes mobiles pr~sente des limitations (capacitis des verins, effet de
1 'al1t itude . .. ) qui ne permettent pas dettelndre 1 'ensemble de ces objectlfs. Un
pilotage pyrotechnique agissent au voisinege lmm~dlat du centre de gravit6 possdde pour
se part de trds bonnes performances dynamiques, mels est p~nalis# par une cansommatlon
de Foudre excessive qui limite son domaine d'appllcatlon & des temps courts et/ou des
manoeuvres modestes.

Ses avantaqes (rapidit4, prise d~incidence tr~s faible, efficacit6 quasi ind~pendante
de l'altltude et de 1la v itesse . . . ) sont cependent telIs qu'ilI a paru i ntfressant de l e
valoriser en IlIassocl ant A un pilotage a~rcdynamique classique. Cette association
d~nommle dans la suite PIF-PAF (0llotage en Force - Pilotage A~rodynamlque Fort),
constitue un dispositif homog~ne profitent des avantages propres de ses deux
constituents et minimisent leurs incony~nients respectifs.

La pr~sente communication pr~sente, apr~s un rappel sur le pilotage en force classique,
leg principes g~n~raux et les applications possibles de ce concept qui fait P1objet
d'un programme de recherche et de d~veloppement A I 'AEROSPATIALE avec le soutlen des
Services Officiels Fran~ais.

2. LE PILOTAGE "EN FORCE" (P IF)

On Vintfresse dans ce qul suit a un pilotage dens lequel la force transversale
n~cessaire a 1'Evolution du missile sst directement cr66e au voisinage de son centre de
gravlt6 par des jets de gaz propulslfs. Par abr~viation on appellera ce mode de
pilotage PIF pour Pilotage en Force.

2.1. Principes possibles

- Une prea-06re possibilitk (figure 1.) conslste A Aquiper le missile d'une batterie

dlimpulseurs organIs~e en couronne au voisinage de son centre de gravit6.

10 01

Figure 1 Pilotage en force par impulseurs

L axe de chacun des im~pul1seurs est l ncl11n6 de man i re telIlIe que Ila f orce 6 1 mentai re
passe au centre de gravi t6 du m issilIe ou I Og~rement en avant . La mise A feu d'un
impulseur cr~e un increment de force dont la composante normale F s~nC sert au pilotage
et la composante axiale F wo(o contribue i 1 entretien de la vitesse.

Un tel dispositif est bien adapt6 au pilotage d'un missile en autorotation. Le temps
d'apparition de 1 impulslon 616mentaire peut itre faible (5 ms par exemple). Le temps 0
de r~ponse 6quivalent du pilotage est un peu plus grand du fait de la rotation, surtout
en fin de vol lorsque le nornbre d'impulseurs non bri~l~s devient faible. .

C omrne il e st d if f ici1e,. dans la pratique, d'augmenter consid~rablement le nombre
d'impulseurs, ce mode de pilotage est utilis6 lorsque la dur~e de vol et le besoin en
maniabilitA sont faibles (ex Missile Antichar DRAGON).

-Une autre possibilittA autorisant un niveau de manoeuvre p 1Lis klev6 consiste 6
u t iIi s er un syst~me de distribution associA 6 un g~n~rateur de gaz d~bitant en
permanence. La fixitt du centre de gravit6 peut 6tre obtenue,dans ce cas~en utilisant
deux demi g~n~rateurs de gaz organis~s de part et d'autre du centre de gravitA. Les gaz
sont di~ig~s par 1 interin~diaire d'un commutateur vers l'une ou l'autr-e d'un ensemble
de tuyA-es, en maintenant la section d2 sortie globale sensiblernent constante.



La figure 2 ci-apres illustre ce type de r~alisation

Figure 2 G~n~rateur de gaz et obturateur

a) rotatif b) liniaire

Le nombre de tuy~res n~ce ss aire s peut alIlIer de 2 pour un mi s s iIe en autorot at ion de
roulls, A 3 ou 4 pour un missile stabilisE en roulis.

Le dispositif de commutation (ou dorlentation) peut avantaqeusement Otre commande par
un syst~nie pneumatique travaillant en + et - par emprunt de gaz au g~ntrateur
principal. Le temps d'i-tablissement des forces peut alors @tre tr~s bref, typiquement
de 1'ordre d'une dizaine de millisecondes pour un dispositif de taille moyenne.

Par ailleurs, de m~me que dans le pilotage par impulseur-s, on peut incliner les tuy~res
vers l'arri~re pour entretenir la vitesse du missile. L'angle d'inclinaison nocessairea(
itant en gýn~ral faible, la force normale,F cosox . est tr~s peu modifi~e.

2.2. Dynamique du pilotage PF

La riponse du missile A la force PIF peut-4tre caract~ris~e par les fonctions de
transfert d~crivant les petits mouvernents par rapport a un point d'6quilibre

NT K I + , S A, I tangage ou lacet)

4 K I+ A5 S
Vr- Vj T-+ 81 S + B1.S

av ec

NT accil~ration normale au cdg =A

F Force P16 A, -M'\9 A/(R.n'J,, - MKat.A)

9 vitesse d'assiette A, IAN/( -V M LA')
(Y. incidence A3 = Av

V"~ vitesse du missile B, (MI A M A) ( + ?A9

M, masse du missileBt=-IA Mo.A+v

s marge statique ( > 0 si engin stable) A =m.vM/( F- -4rý
I bras de levier de 1 a force P16 (ý>0 si canard)

I Inertie de tangage (lacet) Fe& . , C

a' pouss~e Mg = 9&.

RX traineeTI

1,r S,. longueur et surfdce de r~f~rence Cot r.~

q pression dynamique.

Dans le cas d'un pilotage en force vrai (Ys 0 ou aC 1) on v~rifie que

K. I M C A1

7 M T; A 1q

M ( Mq

AS ý 0

11 en resulte que la F.T. en accý16ration norrnale

- a un gai.n quasi indtpendant de la vitEsse et l'altitude,
- possede deux zeros au num~rateur proches des pbles d~i d~nominateur.
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La riponse naturelle du missile i un ordre de pilotage est de ce fait fid~le, rapide et

peu affect~e per 1 'oscillation d~incidence. La figure 3 montre de faqon compar~e la

roponse temporelle, hors stabilisationi, d'un missile pilot# en force et celle de ce

mime missile pilot6 per des gouvernes airodynamiques arrl~re La figure 4 prtsente les

incidences correspondantes en fonction du temps.

r 40

I'I

I 1

CICK
.-. :PAP

II

Figure 3 R~ponses en icclraidencnrae (missiles non, stabilisis)

Lecmpreen aurldumsil ilo6enfre s ufiametpu or uo

puise rduie l pioteautoatiue unsimlePainP ertr oal6e~uind

A tire ~exepFiguregur 5 Rponsest en incidnce (mSsi 4hles nr dtblis~lrain oma)

du m~me missile que pr~c~demment tant en pilotage P IF qu 'er pilIot age a~rodynamique

classique en boucle fermte pour ce dernier.

r,4r

0

ELjire_5 :R~ponses PIF (nun stabilis~e) et PAF (stabilis~p)
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Le gain en temps de reponse attei nt un f acteur 10 environ. Ceci est part icul i rement
interessant pour un mvissile quid@

- s'il est guid§ en alignement, parce que cela autorise une dynamique d'asservissement
i la ligne de viste de hautes performances,

s sli Iest autoguldO parce que la distance de passage diminue avec les retards de la
chaine at l'ordre de la fonction de transfert globale. Un autre avantage du PIF est,
pour ce type de guidage, 1 absence d: constanto de temps de mise en virage (A3  0) ,
ce qui amiliore sa robustesse vis-h-vls des aberrations de rad6me.

2.3. Aspects sp~cifiques

2.3.1. Int~ractions entre le jet et l'fcoulement exterieur

Le (ou les) jet lateral de pilotage constitiue un obstacle (spoiler gazeux) pour0
1 '6coulement principal ce qui i ndui t un champ d'interactions avec 1 aerodynamlque
externe (r4f. 1 at 2). L'allure des phknomines est reprfsentee par la figure 6.

Figure 6

j ~On distingue schi~matiquement. deux zones d'int4ractions

- une zone rapprochte au voisinage de la section de sortie du jet ou un choc d~tach6
apparait en amont de la tuy~re separant une zone de surpression amont et de depression
aval.

- une zone lointaine resultant du sillage du jet qut s'organise en deux tourbillons
contrarotatifs susceptiblas d'affecter las surfaces arrieres du missile.

L'ensemble, comiplexe, de ces phtnomenes fait qu~on recueille, au lieu de la force Fo
mesurable au banc statique, un torseur V caracteris6 par

- une force F = K (M,ok,..') F,

- un couple C ( M ,at.. ) :j 0 1
*Le rendement K sur la force d~pend d'un grand nombre de param~tres (g&,mktrie, Mach,

incidence, pi/po . .. ). 11 peut 6tre inflrieur ou supkrieur A 1 'unite.

L'allure de son 6volution avec le mach et l'incidence est. typiquement, la sulvante.

K

M1

Figure 7 Evolution du rendement avec 1 incidence et le Mach
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L 'volution du couple d irntractions est plus camplexe. tine tendance assez fr~quente
est que sa composante en lacet (ou tangage) ait tendance, larsque le rendement K
diminue, a crier une incidence du signe de la force due au jet. ce qul assure une
certalne constance de 1'effet global.

Pour un pilotage en force put-, au pratiquernent our (e4c~l ), I incidence reste tr~sI fAible et 1'essentiel est de d~finir une cellule pour laquelle, & l'incidence nulle, le
rendement est bon (suptrieur A 1 si possible) et 1leffet du covple faible (bonne

* stabilitf) et en tout cas dans le sens favorable.

* Cette recherche de d~finitlan est essentiellement du ressort de la soufflerie.

2.3.2. Restrictions dues & la cansommatian

Utilisf comme seul mayen de pilotage, le PIF volt son domaine d'utilisation limito par
sa cansommation en poudre. En particulier dans le cas d'un g~n~rateur de gaz assocLi a
une distribution par tuy~res, la cansomnration est 1a mime,que la manoeuvre demand~e

* salt nulle au maximale.

La possibilit6 de recourir au pilatage PIF pour une mission d~pend danc de la valeur
souhait~e pour la quantit@ (n.tp) avec,

n =nambre de 9 n~cessaire i la mission

tp wdurfe du vol pilot4.

La valeur acceptable de ce crit~re d4pend

- du type de pilotage retenu :le pilotage d'un missile en autorotation a un plan de
commande est environ 30 % plus Oconomique qu'un pilotage sur deux plans,

-de la participation du PIF a la propulsion, la rentabilit6 globale ýtant alors
d'autant meilleure que le missile est plus rapide.

Elle peut varier d'une dizaire de 9 x s (sans participation A la propulsion) A quelques
dizaines de g x s.

Ces valeurs peuvent cependant itre relev~es si un pi latage en PIF pur n 'e st pas
*n~ces, aire pendant toutes les phases de la mission. 11 reste,dans ce cas,possible de

f ai re participer l'airodynamique aux mnanoeuvres en d~calant 16gýrement Ile paint0
d'application de la force PIF vers 1 *avant du missile (pilotage en PIF canard).

2.4. Int~r~t, limitations et domaine d'application du pilotage PIF

LIi nt~reit du pil1otage P IF r~si de d 'abord dans 1Ia rapi di t§ de sa r~ponse et sa faible
d~pendance des conditions de vol. On peut y ajouter ]a simplicit§ du pilote automatique

iet un b ilIan de trai nee f avorabl e ( pas ou peu de trai nee i ndui te par 1les manoeuvres ,
surfaces portantes r~duites A de simples stabilisateurs).

La limitation essentielle du PIF reside dans sa capacitý en "n.tp" limit~e, et
l'impossibilit6 d'utiliser le missile apr~s sa phase propuls~e. De plus la difficult6
de contraler simplement le roulis par les jets. restreint, de fait, l'usage du PIF A
des missiles travaillant, eni autorotation de roulis. Enfin, il ne faut pas n~gliger les
contraintes que la pr~sence du PIF impose A la d~finition du missile, en particulier A

* ~cause:

al de l'obligatlon d'une faible variation du centre de gravitO

b) des effets d'int~raction cr@es par le jet.

I I1 en risul te que Ile P IF est bi en adapt6 a des mi ss ions anti char ou saI- ai r a t r~s
courte port~e. Cette dern~re application, qul repr~sente 1la Ii mi te pratique

*d'utilisation du PIF our, correspondra it typi quement A uit miss ilIe (f igure n ' 8 ) d 'une
quinzaine de kilos, en autorotation de roulis, et qui de A ai de d on autodi rec teur

* infrarouge.

accil6rateur g~nirateur de gaz charge militaire

c ommuitateur Pilote Adir

8 SATCP pilotO en force



Son pilotage ost r~alist par un plan de tuyires commutables, la distribution dans
1 espace 6tant effectu~e par Is rotation en roulis.

Le pilotage en craislire est du type PIF pur. Pendant Ia phase acc§l6rte, il est du
type PIF "canard" de manigre A assurer le contr6le 6 tr~s basse vitesse ce qul am~liore
Is comportemnmnt I trfs courte portfe par rapport A un missile 8 pilotage a~rodymiamique.

Le vitesse du missile est, apr@!s Is phase d'acc~l~ration, maintenue supersonique gr~ce
A l'Inclinaison des tuytres PIF vers l'arri~re d'un angle volsin de 20".

3. LE PILOTAGE MIXTLjirPAr

On pout 6tendre Ie domnaine d~application du pilotage PIF ai-delh de Ce qul a 41: dit
pr6cldomment 6 condition de le mettre en oeuvre seulerneni dans Ia phase finale du
guidage et de Ilassocier A un pilotage 34rodynamique. On dispose ainsi d'un piloto
automatique ayant, en finale, une capacitt do manoeuvre accrue (somme de Ia
manoeuvrabilitl afrodynaniique et PIF) et b~n~ficiart du tr4s faible temps do riaction
du PIF.

3.1. Principed'un pilote PIF-PAF

Le principe dicrit est ossentiellement. adapt# au pilotage d'un missile autoguidO. Dons
ce type do guidage,l'effet d6favora.~le du retard du pilote automatique provient du
train ae qu'il induit entre Is commande et 1 *ex~cution de I 'ordre. La solution la plus
nature le pour rlaliscr une association PIF-PAF consisto donc A profiter de Ia rapidit§
deMx~cution du PIF pour comblor 1 'erreur dynamique de 1 asservissement PAF. En d'autres
termes Is PIF dolt travailler en vernier sur Ilerreur du PAF. Pans ce mode do
fonctionnement la niveau de manoeuvre PIF n~cessalre peut dtre modkr6, -e qui rend le
systlme satisfal ant au plan des masses.

0
Le schtma thiorique correspondant A un fonctionnement en vernier est le suivant

PIP
"igure 9

Dant Is domnine lindaire Is fonction do transfert du pilote mixte s'tcrit

G.F (si G (s) -F (s).G (s)

Soit encore avec F(~*_________ G (s) 1

jj~~ I + (o+b) + ID, 3b) +.

cca qu 1 montre que Ile tr a in age en pr# sence d 'un kc hel1on de i tosse e st ar~nu 16 en r t ime
permanent et d'autant plus foible en rdgirne transitoire que le terme ajb est faible,
c 'ist-A-dlre que Ie retard d-u PF est faible.

II est clair par ail leurs q~ie Is capocitt totale d'extcutlon du pilote est blen lo
somme de capacit~s individuelles de sos deux constituants.

Un schima de principe du Pilote Automatique est donn# par Is figure 10. On y trouve,
outre Is structure d'un pilate atrodynamique adaptO A 1 outoguidage (r.- 3)

*Un dispositif de commando du PIF

-Un 'estimateur' Impost par- Ilincapacitt des senseurs Adistinquer Is participation
respective du PIF et du. PAF dans le mouvement densenrble.



~ f 1+-- K1  K ~'verir~ ceu3

Figure 10 Bloc ~ Gu digam d'un Mie PI-A

Figue11repne d0 Blcdarmeun pilottFPA neheo de vitess

.. .. .. .. .. .... .. .. .. ...... .. .. .. .... .. .. .. .. .. .... ... ..
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Le dispositlf de commande du PIP est constitu& d'un girfrateur de signaux modulfs en
durie particulierement bien adapt6 a une commande en + et - des commutateurs. 11 peut
comporter un effet dintigratlon Evitant, en particulier en pnisence de bruits, que des
impulsions de commande trop brives ne viennent solliciter Ia partle micanique de la
diviation de jet.

L'estimateur permet de restituer. A partir d'un modile et de mesures, ies accilirations
14PIF et ePAF aInsi que 1'erreur dlexicution (Og - I4PAF) de la partie airodynamique

du pilate.

Les informations nicessaires sant la pression P du ginfrateur de gdz et le signal
acctltromitrique Sa. La mesure de la position du commutateur (Xc) pourrait 6tro
envisagie mais peut 6tre remplacie par la riponse d'un modi1e aux signaux d'ordres.

La connaissance de ces Aliments permet de calculer les termnes souhaitfs,soit

rPTF =~ I~ 1 PAF - Og zSa -IPF-Og

Remargues

a) la prisence du coefficient P, en facteur dans 1'expression de r tPI rend le systirne
autoadaptatif aux variat iins 6ventuelles do dibit du ginirateur de gaz,
b) une estimation de PIP serait possible mais n est pas indispensable dans la
pratique.

Sollicit6 par une entrie en 6Chelon do vitesse, un pilate, de la difinition pricidente,
rkpond sans erreur de trainage. Son comportement est visualisi sur la figure 11 dans le
c~s d'un PIF commdndt en + et -.

3.2. Influence du dimensionnement du DIP

Du fait de son mode de travail en vernier sur l'orreur du PAP, 10 niveau nocessaire du
PIP roste modirg, de plus son action peut itro limitte aux derniers instants du guidage
ce qul rend son emploi satisfaisant au plan des masses.

Dans le cas do la navigation proportionnelle classique, une rigle satisfaisante est que
la capacit# de manoeuvre du difenseur soit d'environ 3 fois cello de lattaquant. Dans
le cas du PIP ]a nigle correspondante est que son potentiel do manoeuvre soit de
1 ordyro de grandeur de celul du but et son temps dactlon doenviron 4 A 5 constantes de
temps (Ig) du missile guide et pilat6 en PAP soul. Cette rigle, qul risulte do
simulations completes d'interceptions, pout slinterprkter comme suit :le PIP dolt
combler 1lerreur do trainage du PAP lorsqu'une perturbation est susceptible do crier
une distance de passage importante, coest-A-dire lorsqu'elle survient peu avant la fin
du guidago. Dans le cas d'une manoeuvre du but et do la navigation proportionnello
(N'3), cette erreur de trainage prend Ila forme : 3 k rG.~Tpo/('n.¶e*) , Tpaf ftant la
constante do temps du pilate airodynamique, et k un coeffici ent allant do 1 A 2 solon
le type de manoeuvre (permanente ou alternise) du but. La distance do passage qul en
risulterait, en labsence de PIP, serait maximale pour n compris entre 3 et 5. 11 faut
donc quo r*PIF -- 3-I. r,,.Tpafl(3 Tg), co qui, pour les valeurs courantes do Tpaf,'Tg
corduit A un niveau PIP un peu infrireur A rq.

Dans ces conditions, limpulsion totale nicessaire du dispositif do pilotage PIP ost do
l'ordre do grandeur do la dizaino de g x s, coest-b-dire physiquement rialisable.

Afin do prAcisor la validit6 de la regle flPIP = r'aut, los figures n' 12 et 13
prisentent les distances do passages~induites, en navigation proportionnello classique
( N '4) , par une manoeuvre on hiice du but do pkriode To et pour quelcues valeurs do

rPI~F rBut.

44

rAI=3rerPAT = r

TPA, o TPAP

4rP 

413r 
4s1,1

4

10 20 30 40 i oL 40 10 30 A40

Figure 12 Figure 13
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Ainsi, opoos6 A un hostile manoeuvrant A I0g i la p~riode TB= 2,5s environ, un missile
PIP-PAP autori sera une di stance de passage i nf6ri eure A 2m corntre plIus de 20m pour un
missile guid6 classiquement (Tq =O,25s).

Cans le mime esprit la figure 14 donne, en fonction de la dur~e de quidage tg. norm~e
par Tg, la distance de passage cr~ee par une erreur angulaire de pointage initial AlJ.
La pr~sence du PIPF perinet de r~duire clans un rapport de 1 'ordre de 2 le temps
nicessaire pour corriger ce type d'erreur.

isN' 4

10 $.e pAV/TI w 0,7

Figure 14 Correction d'un d~pointage initial

En pr~sence de bruits les conclusions pr~c~dentes restent valables en moyenne. Pour ce
qui cancerne 1la compo sante de I a di stance de pas sage due aux bru its ( thermi que, gli1n t
... ) le PIF-PAF n'apparte par contre pas d'am~lioration sensible. l'effet de certains
d'eux syant tendance 8 aclymenter, d'autres A diminuer, pour un r~sultat d'ensemble

peu chang§.
3.3. Apport du pilote P1P-PAP

L'adaptation d'un pilate PIF-PAF & un missile autoguidA permet

- Une r~duction importante de la distance de passage en pr~sence des cibles difficiles
et en particulier tres manoeuvrantes.

- Une augmentation du donaine d'emiploi d'un missile tant en Dort~e qu'en altitude, le
P IF permettant de compenser une perte de performances du pilote a~rodynamique aux
faibles pressions dynamiques.

La justification 6conomique du PIP so trouve dans l'augmentation des performances de la
menace, ce qul rend "rentable" un investissement dans le ;AOflexe plut6t que clans Ia
masse de la charge ml litaire.

3.4. Exeýmpijes de concepts do sal-air PIP-PAP

Le principe du pilotage PIP-PAF peut se coricevoir dans le cadre d'un certain nombre de
missions et, en particulier, dens los deux exemples type suiva~its:

- Missile sol-air courte port~e (6 booster largable, donc bi -#tage) principalement
destin[A A interceptor des missiles assaillants A grande vitesse (M > 2) et A forte
capacitO do manoeuvres ( > log).

- M iss ilIe mono~tage 6 plus grand rayon dactlon (sol-air moyenne portie) dont
l'objecti f est 1 interception des avions attaquant en tormation sorrýE clans une
ambiance ECM s~v~re et celle dcs missiles air-sol ou sol-sol tactiques.

3.4.1. Missile bi-6tage

pCe missile, tir6 & la verticale pour assurer avec un temps do r~action tris court une
couverturo tout azimut, est acc@16rt pour atteindro une vitesse do lordre de Mach 2A
3 avant s~paratlon du booster.



Compte tenu des exigences de courtes port~es, en particulier dans 1le cas de
r teng9agement s suc ces s if s, Ile vecteur vitesse est ramen6 A i'horizontale pendant la
phase composite.

Peu apr~s siparation de son acc~l~rateur, le missile, stabilis§ en roulls, est guid6
vers la cible grice I un autodirecteur actif.

En fin de guidage, le pilotage PIF vient assister un pi lote airodynamique A fort
potentiel de manoeuvrabllit6, pour assurer une pr~clslon dinterception telle qu'une
charge militaire de masse et dimensions mod~r~es assure la destruction structurale de
la cible.

charge Propulsion

Autodirecteur Case a Dispositif PIF V~rins
6quipements A 4 tuy~res

Figure 15 :SACP Antimissile

Avec la technologie actuellement disponible un tel m iss ilIe ripond aux exigences
d'interception des assaillants les plus s~vtres pr~visibles dans les d~cennies A
veni r.

3.4.2. Missile mono~tage

Le principe de pilotage PIF-PAF est 6galernent applicable A un .issi le de plus longue
port~e (SAMP), propuls6 par un stator~acteur dont la chambre de combustion est occup~e,
pendant les premi~res secondes de vol, par le bloc de poudre du propulseur
d'acc~l~ration.

Ce missile monottage (figure 16 ) est tir6 soit A la verticale (couverture tout
azimut), soit sur rampe inclin~e (couverture sectorielle). Son booster lam~ne au Mach
de fonctionnement du statortacteur.

Forces PIF

Case Charge PIF AAcckl~rateur Oi

Autodirecteur Gtn~rateur de Chambre stato
gaz stato

Figure 16 :SAMP - PIF-PAF

Le dis po s it if P IF e st I n ter c a1 er tr e Ie 9@n r at eur d u s tat or ac t eur et s a c hamb re de
combustion pour 6tre le pl1u s voisin possible du centre de gravitt. Cc dispositif
apporte au SAMP un certain nombre d'avantages suppltmentaires li1s au domaine d'eriploi
et aux missions de ce type de missiles:

- A haute altitude, le facteur de charge afrodynarnique diminue ;ensiblement alors que
le facteur de charge HIF conserve la m~me valeur. Ce supplkment de manueuvrabilit6 est
acquis sans prise d'incidence, ce qui est favorable au fonctionnement des entrees d'air
et naccentue pas la sensibilit@ aux aberrations.

- Face A une attaque constitute d'a v i ons en formation serr~e et de brouilleurs
puissants, la sortie de la sphere de brouillage s'effectue,dans bien des cas,au dernier
moment :un dispositif agissant par forces directes, c'est-a-dire quasi instantan~ment,
se rfv~le dans ce cas tr~s int~ressant pour corriger rapidement la trajectoire.
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4. CONCLUSION

Nous avons d~crit, au cours de cet expose, un nouveau principe de pilotage et essay6 de
montrer son int~rft pour 1'attaque des cibles a~riennes.

La n~cessit@ de pr~voir une capacit& antimissile pour les armes antiatriennes de demain -

donne A ce concept une importance accrue. Les cibles futures, supersonlques tr~s
manoeuvrantes n~cessitent au niveau du missile difenseur A la fols une forte
manoeuvrabilit6 et un temps de rkponse trLs court.

Ces qualit~s peuvent Otre obtenues en alliant un pilotage airodynamique classique et un
pilotage par jets au centre de gravit6. Elles permettent de conserver des dimensions
raisonnables & la charge militaire, et donc au missile, en conduisant A de faibles
distances de passage, quelle que soit 1'esquive de l'objectif.

L'application de ces idles a entrain6 la n~cessitl d' 6tudes pouss~es tant de la
technologie des dispositifs de commande par jets, que de l'int~raction de ces jets avec
l'airodynamique externe d'un missile. Les r~sultats obtenus confortent I 'A6rospatiale
dans sa d~cision de poursuivre le d~veloppement de ce syst~me.
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ABSTRACT

The US ArMy Missile Command's use of seeker-In-the-loop real-time simulation in the development of
surface-to-air missile systems is discussed. Material is presented to show that seeker-in-the-loop simu-
lation makes a very positive contribution in the context of the current constraints on weapon system
development, such as limited resources, the requirement for convincing system demonstrations, and the
requirement for evaluation in a realistic environment including electromagnetic countermeasures and coun-
ter-countemeasures. The present facilities and capabilities for such simulation in the radiofrequency, 0
nonimaging infrared and electro-optical bands are described and discussed. Examples of recent simulation
results and their contribution to cost-effective system development are presented. Finally, developing
technology in this critical simulation area and the US Artky's plans for future increased simulator capa-
bility are addressed. In particular, such topics as the development of multimode or multispectrum, imag-
ing infrared, and millimeter wave simulators are discussed.

INTRODUCTION

Current procedures for acquiring and supporting weapon systems require that key program and technical
decisions be made at specific milestones. Recent actions to streamline and shorten the acquisition
process accentuate the need for reliable and timely data on which to base these decisions. An increas-
ingly important and valuable source of information for making such decisions is seeker-In-the-loop simu-
lation. In this type of simulation, the seeker is mounted on a computer controlled flight table and 0
realistic target/environmental signals are radiated from a computer controlled target array in a scenar-
io which closely emulates real world conditions. The seeker/target miss distance and detailed seeker
and environmental/target data are observed in real-time and recorded for subsequent analysis for each
engagement.

The US Army Missile Command has been a pioneer in providing state-of-the-art technology for Such non-
destructive simulation of missile systems and continues as a technology leader in this field. The
Advanced Simulation Center, developed by the US Amy Missile Laboratory, performs simulations across a S
wide band of the electromagnetic spectrum, including radiofrequency for weapons such as air defense
systems, infrared tor weapons such as man-portable and mobile air defense systems, and electro-optical
for weapons involving fiber optics guidance and systems using tracer overlays.

The seeker-in-the-loop simulation evaluates critical hardware and software elements as well as the
simulated components of the miss'l in realistic, dynamic environments. It increases the value of flight
test programs by replicating the flight test scenario in preflight and postflight analyses. In turn, the
flight test program is used to validate the seeker-in-the-loop simulation as well as digital or hybrid S
simulations. When properly integrated into an overall test and evaluation program, these simulations
provide d cost-effective source of reliable data to reduce the risk and uncertainty in system performance
and to improve management decision-making over the entire missile system life cycle.

Resource management and technical constraints in developing today's missile systems require that a
set of simulations be established and used in developing and fielding each missile system. Many program
development offices have recognized this requirement and provide funds at the beginning of the develop-
ment program tc establish the appropriate set of simulations as early as possible. The simulation set -

can then be usel "-..ghout the life of the weapon system. Requirements driving simulation use include
the following:

o Improved cost-effectiveness
o Reduced risk and uncertainty
o Convincing system demonstration
o Confident performance evaluation to optimize warhead size and deployment strategies
o On-schedule deployment 6
o Quick response to threat changes.

Ideally, the set of system simulations are established during the technology-base or technology-transfer
phases of each missile system life cycle and are maintained and used throughout system development,
production, and deployment.

The simulations selected for a particular system supplement and complement the more traditional tools
available for the assessment of weapon system performance. As a result of early guided missiles being 0
tested primarily in the field, flight testing became a mature engineering discipline. However, for both
scientific and fiscal reasons, the performance of today's multimode, m'iltifunction guided missiles cannot
be adequately assessed by flight tests alone. In particular, comple, systems performing many functions



require testing in a controlled environment to determine response sensitivity to various stimuli.
Acquiring such data in field testing is essentially impossible due to specific terrain features and
system-to-system variation. Additionally, the high cost and technical complexity of flight testing today

precludes the number of experiments required to exercise an adequate envelope of system parameters to
collect statistical data, to demonstrate repeatability (an es~ential factor in system reliability),

and to evaluate proof-of-concept. The cost-effective solution is a balanced mix of flight tests and
simulation. This may include all-analytical digital, hybrid, seeker-in-the-loop, or man-in-the-loop
simulations.

V SEEKER-IN-THE-LOOP SIMULATION FACILITIES

Development of the Advanced Simulation Center capability was initiated in the late 1960's In response
to a US Amy Missile Command requirement for an Amy-wide source of expertise and capabilities in large
scale seeker-in-the-loop simulations. Since activation in 1975 the Advanced Simulation Center has devel-
oped over 150 large-scale all-digital, hybrid, hardware-in-the-loop, and man-in-the-loop system simula-
tions. The primary user has been the US Army Missile Command, but users have included many other Army,
Navy, and Air Force organizations. Simulations are accomplished by individual or combined use of the
advanced simulation processor complex, the infrared simulation system, the electro-optical simulation
system, and the radiofrequency simulation system in a real-time dynamic environment.

The advanced simulation processor complex, Figure 2-1. provides high-speed, large-memory processors

to support hardware-in-the-loop simulations within the complex and seeker-in-the-loop simulations in the
infrared, electro-optical, and radlofrequency simulators; to simulate large systems in e0'-digital or
hybrid representation; and to conduct research on advanced processors. The advanced simulation processorcomplex consists of large scale digital and analog processors with capabilities of 500 million to one

billion operations per second; a separate test bed for advanced processor research; direct digital and
analog data links to the infrared, electro-optical. and radiofrequency simulators; and a highly effective
special-design interconnection and setup subsystem. An advanced software operating system integrates the
real-time digital processor, hybrid compiler, vector processors, high speed multivariant function genera.-
tors, hardware and software interfaces and the high level simulation language required for seeker-in-the-
loop system simulation.

ADVANCED
SIMULATION FACILITY
INTERCONNECTION ANALOG
SETUP SUBSYSTEM COMPLEX

(SECOND FLOOR)ANALOG COMPUTER .• .

STRUNKIN 8 IN

REALTI E
SYSTEM
CONSOLES

DIGITAL ?•
COMPLEX "(FIRST FLOOR) •• •

6600 DIGITAL
COMPUTER CONTROL •
CONSOLE

FIGURE 2-1 ADVANCLU SIMULATION PROCESSOR COMPLEX
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The infrared simulation system, Figure 2-2, provides a simulation tool for the design, development,
and evaluation of infrared sensor systems applicable to surface-to-air, air-to-air, and air-to-surface
missiles. Sensors in the 0.2 to 0.4 and 1.0 to 5.0 micron bands are hybrid computer controlled in six
degrees-of-freedom during the target engagement sequence. A gimballed flight table provides pitch, yaw,
and roll movements to the sensor airframe. A target generator simulates a variety of infrared target/
background combinations which include tailpipes, plumes, flares, and fuselages in single or multiple
displays against overcast or clear skies under various lighting conditions. These are displayed in 0
azimuth, elevation, and range at the proper aspect by the target projection subsystem through a folded
ortical network, a display am, and a display mirror. Simulation capability ranges from open-loop com-
pinent evaluation to closed-loop total system simulation with countermeasures. The infrared simulation
system capability is summarized in Figure 2-3.

The electro-optical simulation system, Figure 2-4, provides realistic and precisely controlled envi-
ronments for the nondestructive simulation of a wide variety of ultraviolet, visible, and near infrared
sensor systems. Actual sensors are hybrid computer controlled in six degrees-of-freedom while viewing
targets under controlled illumination levels in an indoor simulation chamber and under ambient conditions
on an outdoor simulation range. Three-dimensional target simulation is provided on a 32 foot by 32 foot
terrain/target model/transporter which features a variety of topographical and man-made complexes at
600:1 and 300:1 scales, removable model sections, and fixed and moving targets. A moving projection sub-
system provides two-dimensional representation. A gimballed flight table which provides pitch, yaw, and
roll movements to the sensor airframe is attached to a transport which moves vertically and laterally.
Either the terrain/target model or the two-dimensional projection subsystem is moved toward the flight
table to provide the sixth degree-of-freedom. An adjacent high resolution TV/joystick console and heli- •
copter crew station provide a means of evaluating man-in-the-loop guidance and target acquisition con-
cepts. The electro-optical simulation system capability is summarized in Figure 2-3.

The radiofrequency simulation system, Figure 2-5, provides launch to intercept seeker-in-the-loop
simulation of passive, semiactive, coherent and noncoherent active, command, beam rider, imaging and
track-via-missile missile systems in surface-to-air, air-to-air, air-to-surface, and surface-to-surface
engagements. Engagement scenarios include the use of multiple targets and jamming signals generated by
actual jammers in the loop and the simulation of distributed clutter, targets distributed in range and 0
angle, multipath, glint, and scintillation phenomena. Simulation in the radiofrequency simulation system
is accomplished by radiating at operating wavelengths within a shielded anechoic chamber to a hardware
seeker functioning in a dynamically simulated missile-target engagement. The electromagnetic environment
for the seeker signal processor is simulated by means of a computer controlled raaiofrequency signal
generation system which feeds radiofrequency signals to the target and electromagnetic countermeasures
antenna arrays. The targets, controllable in time, space, frequency, amplitude, polarization, phase, and
number, are presented on a 534-element array of antennas representing a 420 field of view. Up to four

1800

FOLDED
OPTICS TRE

So

3-AXIS SENSOR
MOUNT

CONSOLES S

TARGET/BACKGROUND
GENERATION & PROJECTION
SUBSYSTEM

FI6URE 2-2 INFRARED SIMULATION SySTEM
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independent targets can be generated and displayed simultaneously in the 2- to 18-GI~z range. By means of
coaxial cable0 and wave guide paths between the radiofrequency signal generation system and the guidance
sensor. simulated downlink. uplink and fuzing signals may be passed between the guidance sensor and the
radlofrequency generation system. In addition to the target antenna array. two denial electronic coun-
termeasures channels feed 16 electromagnetic countermeasures antennas distribuited among the target
antennas to display up to two electromagnetic countermeasures signals for simulating stand-off jaimmers.-
Electromagnetic countermeasures signals, generated by actual Jammers or emulated with a radiofrequency
generation channel , can be dynamically colocated on the target signal through the use of a separate

PARAMETER__________ ASS EOSS RFSS
WAVELENGTHS __________ 0. TO BAIA. I TO 11A VISUAL. 2 TO 141A. ULTRA VIOLET 1.7 TO 15 CM0

MAX SEEKER flAMETEN is INCH 14 INCH to INCH
MAX SlZKER WEIGHT 2S LBS IN LIS INO Los

FLIGHT TABLE FREQUENCY RESPONSE is To 22 Hz 1 TO 23 Na 13 TO 30 Hs

PHYSICAL EFFECTS IUULATSR SMZ 27 X12 X AFT CHAMBER. 38X 0X InBFT CHAMBER: 44X 48 X 4FT
41NI8H. WIOE, LONG) 0(HIGH. WISN. LONG) HIGIH. WISE. LONG)

PLUS M4 FT OUTDOOR3
__________________ EXTENSION___________

TARGET RANGE WO To WiaNs UT .M TO MINDB FT 40 FT TO 0KM FT
(ACTIVE COHERENT)

0 PT TO MOSSLE
_______________________________________SENSITIVITY (OTHER)

MAX CLOSING VELOCITY 4.B FTISEC $.N FTISEC: BW FTISEC
(ACTIVE COHERENT)

_________________ _____________________ 3K FT/SEC [OTHER)

MAX TARGET ANGULAR RATE 1K0 *IEC 2BB0ISEC 21,4"-=SC a

TARGET DYNAMIC RANGE 2.0 X 10 TO 3.0 X 18-4 TO 183 FT CANDLES MISILE SENSITIVITY
____________1___ IB =z WM.- TO -11 do mJM

2

UPDATE RATE I TO 2 MSEC AN4ILDG I TO 5 MSEC

FIELD OF VIEW ± g At. t 26' El ±1200 , ±6Also 420 CONICAL SECTOR
TARGET/CLUTTER TYPES TAILUPIP/FLARE GROUND TAROETS GROUND RADAR

PLUME TERRAIN AIRBORNE TARGETS
FUSELAGE CLUTTER0
BACKGROUND ECUN
COUNTERMEASURES MULTIVATH

JET ENGINE MODULATION
RF IMAGING

FIGURE 2-3 ADVANCED SIMULATION CENTER CAPABILITIES SUMMARY
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target channel to simulate an on-board self-screening or deceptive jammer. Expendable and escort screen-
ing jammers can be simulated in a similar manner with separate dynamic trajectory control. The missile-
target relative motion Is accomplished by controlling the target return signal in angle and range and by
seeker angular motion provided by the flight table. The radlofrequency simulation system capability is
summarized in Figure 2-3.

In addition to the Advanced Simulation Center laboratory hardware facilities, two other elements
contribute to the simulation capability: The extensive software programs now available at the Advanced
Simulation Center and the experienced technical staff, our most valuable asset. Some 250 major special-
purpose software programs and techniques now exist at the Advanced Simulation Center. About one-fourth
were developed prior to activation; the remainder evolved over eight to ten years of simulation operation
as simulation experience increased and new equipment and capability were added. An example of a special-
purpose software program is the computer-based path-loss/path-length program in the radiofrequency simu-
lator. This program statuses the path length and path energy loss of the very large number of paths that
the target signal may traverse from its crystal source to free space radiation from one of four ports of
any of the 550 target array antennas. This statusing is required for many simulations because it is
desirable to keep all path lengths to ± 1.5 wave lengths and the energy loss variation from antenna to
antenna less than ± 1 db. Such a status is impossible to assess manually. The special-purpose program
that handles this task automatically assess all possible path-loss/path-length measurements and indicates
by a graphics display the antennas where the path-loss/path-length values fall to meet the specified
value. Technicians then change out elements in the path identified (using sub-programs to identify the
likely element) until all paths are within specification. Some 400 man years of development and checkout
are now invested In such software programs. These programs p-ovide laboratory control of all standard
functions such as target motion, calibrations such as flight table readiness tests, diagnostics for com-
plex systems such as the master/minicomputer interfaces, simulation aids such as real-time graphics, and
simulation dependent software such as executive control, missile models and environmental models.

Simulation development, operations, maintenance, and system improvements at the Advanced Simulation
Center, are handled by a technical staff of over 100 engineers and technicians composed of Government and
support contractor personnel. The principal engineering discipline is electronic engineering. The
Advanced Simulation Center technical staff was developed over the past eight to ten years by careful
selection and, as it now exists, is a national resou,-ce in seeker-in-the-loop simulation.

Planned expansion of the Advanced Simulation Center includes adding simulators to provide imaging
Infrared, multispectral, millimeter, additional radiofrequency and weapon system capabilities. The
expansion Is scheduled for incremental activation beginning in 1989. Prior to that time, an interim
millimeter facility will be provided for use in the 1985-91 timeframe. These expansions are discussed in
a later section of the paper.
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SIMULATION DEVELOPMENT ANL OPERATIONS

A successful simulation requires that the customer and simulation developers have a common definition
and agreement as to simulation goals, objectives, and requirements. It is important that the customer
understands what equipment and personnel he will provide and how they will interface with Advanced Simu-
lation Center counterparts. A typical Advanced Simulation Center simulation program is conducted in five 0
phases.

Phase I, the coordination and planning phase, starts through an initial contact between the potential
customer and appropriate simulator personnel. The following goals and requirements are defined:

0 Simulation goals and benefits
0 Technical characteristics and requirements
0 Simulation scenario requirements 0
0 Application of simulation results.

These goals and requirements are reviewed against the capability of the Advanced Simulation Center.
Simulation development and operational schedules are discussed and an initial cost estimate is made.

Phase II Is the simulation development phase, During this phase, the environmental models, simula-
tion scenarios, software, environmental model implementation and generation, interface controls, record-
ing setup, display setup, and digital and/or hybrid missile models are developed. Particular emphasis •
is placed on the development, verification, implementation, and validation of environmental models using
independent measurements and flight test data. These models are available in hierarchies of complexity,
ranging from very simple to highly sophisticated. Model hierarchies allow the selection of the appropri-
ate level of environmental complexity for each seeker, and permit the determination of seeker sensitivity
to elements of the environment through systematic variation of model parameters. After selection of the
appropriate generic model additional work is typically required to tailor the model for specific applica-
tion, select and ready the specific data that the model will use, and check out the data/model In real-
time. S

Phase III, the simulation verification phase integrates the facility simulation configuration with
the hardware anJ support equipment provided by the user. The user hardware is integrated with the facil-
ity using the missile/facility interface and control panels provided by joint Advanced Simulation Center/
user design. The operational readiness of all software is verified, and baseline verification tests are
performed, culminating in measurements of the propagated electromagnetic signal using both a test receiv-
er and Oi.e seeker-under-test. Finally, the missile guidance loop is closed by a standard Advanced Simu-
lation Center procedure in which software modules are replaced systematically by hardware elements and 0
the overall simulation is verified.

The simulation operation phase usually involves both open- and closed-loop simulation. Open- or
closed-loop simulation may be conducted with various missile hardware elements simulated by digital and/
or analog models or with various elements of hardware-in-the-loop. Seeker-in-the-loop, as used in this
paper, means an actual seeker operating in a closed guidance loop. In closed-loop simulations, all ele-
ments of the missile system and target are included either as hardware or as digital or analog models
running in real-time. In open-loop simulation, where the objective is to characterize and evaluate the
seeker as an independent element, the guidance loop is not closed. Seeker-in-the-loop simulations can
vary from using only one missile hardware element in the loop (such as the seeker, guidance electronics,
autopilot, or control system) to multiple missile elements plus actual jammers and elements of the ground
radar. Open- and closed-loop simulations can be simple or complex depending on the fidelity required for
the modeled element or phenomenon.

Phase IV, the simulation operations phase, begins with open-loop testing of the seeker. Periodic
baseline tests are performed. Once the loop is closed, statistical sets of b to 50 runs are typically 0
performed for engagement scenarios of interest. Total closed-loop runs for an average program vary
from 1000 to 3000, with the number of runs conducted for a given program being determined by user re-
quirements. The length of the simulation operations phase is usually estimated on the basis of a daily
average of 50 to 100 closed-loop runs, based on the experience of more than 60 major simulations con-
ducted to date. However, as many as 800 runs per day have been accomplished during exceptional simula-
tion operations.

Phase V, the validation, analysis and documentation phase, accomplishes data collection, validation,
reproduction, and distribution. A formal debriefing and an analysis or final report are provided to the
customer.

A major and continuous activity, which Is independent of specific simulation development, is hard-
ware/software design to improve the overall simulation system and to add new capabilitieý to maintain a
state-of-the-art capability. Without this well-planned and continuous modification and improvement
activity, a simulator or facility would be obsolete in three to five years. One class of recently devel-
oped missiles, for example, requires a coherent active target tc exercise the range gates of the missile.
Two years of extensive hardware/software design and fabrication involving 10 to 15 engineers and techni-
cians were required to provide that capability. Such an activity is analogous to a project development
task requiring many engineering disciolines as well as parts procurement, subsystem fabrication, configu-
ration control, and a check out/integration phase.

The hardware/softw.are design activity consists of design of advanced processor hardware/software,
simulator computer configuration and interfaces, missile electronic/electrical/mechanical interfaces,
simulator software, missile models, environmental models, and target generation. Design of advanced B
processor hardware/software involves processor research on combined haroware/software capabilities with
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the goal of designing/selecting optimum simulator prrcessing systems for future simulation needs. A
similar task is design and selection of current simulptor computers and interfaces for immediate, specif-
ic simulation needs. The design of electronic/elec.rical/mechanical interfaces to interface and control
the generic missile in the simulator system requires research and application of electromechanical, hy-
draulic, and control theory. Simulator software design involves writing software for developmental proc-
essors ano for controlling various laboratory functions such as target generation and data display and
recording systems. Environmental modeling involves the development of math models and the implementation
of environmental models through target source generation equipment under computer control. This task
often involves adapting a new computer configuration and writing highly specialized software. The envi-
ronmental modeler must work closely with the target source generation engineer to recommend an implemen-
table source generation configuration. The development of a generic missile model requires layout of the
system into working math modules, development of the motor and aerodynamic/atmospheric modules, and
development of the servo-loop and control system modules. Target generation involves the design of the
electromagnetic sources for implementing the target model.

Simulation planning and operations as an overall task, require technical interface with the customer;
the defining of requirements for facility modification or new capabilities; designing the missile simula-
tion and control, recording and displays interface; defining environmental model requirements with
attendant target generation requirements; defining facility software requirements; defining the missile
model requirements; and writing the simulation plan and procedure. The appropriate hardware/software
design engineer then takes the requirements and implements them. The operations engineer then conducts
the simulation and assists the data analysis engineer In analyzing the data.

Maintenance and calibration of the target source generation system, the target display system, the
processing system, and the interface and control system requires a separate, planned effort that is
conducted in part during first and third shifts, which is an added engineering management and cost
consideration in running a simulator.

SEEKER-IN-THE-LOOP SIMULATION EXPERIENCE

Seeker-In-the-loop simulation activity at the Advanced Simulation Center began in the early 1970's.
Experience has been with infrared, optical and radio/frequency guided missiles in passive, semiactive,
and active modes.

Experience at the infrared simulator has focused on a man-portable heat-seeking air defense system
and on a major infrared air defense system. At the electro-optical simulator, emphasis has been on fiber
optics guided systems and systems guided by tracer overlays. Electro-optical simulation is currently
being conducted on application and demonstration of a fiber optics guided system. The first and most
fre4uent user of the radiofrequency simulator has been a major seniactive surface-to-air air defense
system and its derivatives sponsored by various organizations. Other important simulation work done in

the radiofrequency simulator includes ground-to-air missile site countermeasures against anti-radiation
missiles, several classified programs, cruise missile evaluations, active coherent missiles, and vario!Js
jammers. In the digital and hybrid advanced processor, we have supported all Army missile programs.

The simulation work performed in the radiofrequency simulator has been particularly impressive in
both quality and quantity: Since activation in March 1975, the facility has been continuously scheduled
averaging 15 simulations and 13,000 closed-loop runs per year.

Significant simulation work has been performed in the raaiofrequency simulator in electromagnetic
countermeasures and electromagnetic counter-countermeasures evaluation in three categories:

o Jammer systems
o Radiofrequency missile systems
o Antiradiation countermeasure programs.

A large number of different jammers and various jamming techniques in breadboard form have been eval-
uated against various missile simulations. The jammers are operated out of a separate, shielded electro-
magnetic countermeasure room located behind the array. These signals can be colocated on the moving
radar target being acquired/tracked by the missile seeker on the flight table in a closed-loop simula- S
tion. The effect of the electromagnetic countermeasure signal on acquisition, track, and engagement
sequence is evaluated. Subsequent runs are often made where the missile has been modified by an electro-
magnetic counter-countermeasure technique and then the jammer is run in another mode or is modified in
the continuing countermeasures/counter-countermeasures loop.

Over twenty missile systems and variations have been evaluated against various jammers for electo-
magnetic countermeasures vulnerability and electromagnetic counter-countermeasure effectiveness. Our
experience has shown that once a valid missile simulation is established, jammer development offices and S
air force tactical commands are eager to test their jammers against the simuldtion, particularly against
systems or techniques which offers a challenge or threat to their jammer. The missile program offices
are likewise eager for their missiles to be evaluated against state-of-the-art jamming techniques. Both
missile and jamner development offices benefit from this joint effort through cost savings and improved
missile and jammer performance evaluation.

Considerable simulation work has been done in the radiofrequency simulator to assess tne vulnerabil-
ity of major U.S. surface-to-air missile system sites to an attack by an anti-radiation missiles. The S
effects of various countermeasures employed by the site have been evaluated. Seeker-in-the-loop simula-
tion is by far the most cost effective approach to this analysis.
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The eight to ten years simulation experience accrued by the Advanced Simulation Center has shown that
simulation is very cost effective in addition to providing the simulation services which are mandatory in
today's and tomorrow's environment. An examplp of cost savings/cost avoidance through simulation is the
radiofrequency air defense system simulation work accomplished at the Advanced Simulation Center. Con-
tinuous seeker-in-the-loop simulation support has been provided to a major radiofrequency air defense
system since the radiofrequency simulator became operational in 1975. This support consisted of evalua- .. .
tion of design changes, system upgrades, and evaluation of the system against advanced electronic ccun- S
termeasures and postulated threats. Heavy emphasis was placed on electromagnetic counter-countermeasures
modifications to the missile and included investigations and evaluations to assure that the modifications
had no adverse impact on total system performance. The project office of this air defense system thereby
significantly reduced the number of flight tests required to support program decisions. A precedent was
established in the air defense community when a major system modification was released to production on
the basis of seeker-in-the-loop simulation results. Subsequent flight tests verified the modification.
Continuing support provided to this project has ensured an indepth and current knowledge of capabilities
of this fielded systen and has resulted in large cost savings.

FUTURE SEEKER-IN-THE-LOOP SIMULATOR DEVELOPMENT PLAINS

Two seeker-in-the-loop simulator expansion programs are underway at the US Army Missile Command: an
interim millimeter simulation facility and a larger permanent expansion, the millimeter/microwave simula- S
tion facility. Since seeker-in-the-loop simulation has proven to be a cost-effective critical management
and technical measurement tool for weapon system acquisition and readiness, these simulators will greatly
enhance the ability of the US Army and DoD to confidently field new weapon systems. A survey of planned
seeker development, projected seeker/system fielding, and support of systems now in the field has dic-
tated the type and spectrum of simulators being planned.

Planning for the future simulators is driven by the following considerations:

o Army and Department of Defense weapon system development
o Survey-determined requirements for hardware-in-the-loop simulators: Radiofrequelicy,

millimeter, imaging infrared, multispectral, and weapon system
o Requirements for passive, semiactive, and active (coherent/noncoherent) simulation modes
o A need for realistic multiple target and clutter models at opeational frequencies
o Ability to comparatively evaluate missile systems In benign, electromagnetic countermeasures,

electromagnetic counter-countermeasures environments
o Ability to evaluate actual electromagnetic countermeasures hardware against seeker-in-the- S

loop simulations in a covert environment
o Provision of a cost-effective mix of seeker-in-the-loop simulation with flight test programs
o Provision of seeker-in-the-loop simulation support throughout weapon systen life.

The first simulator expansion program, the interim millimeter simulation facility, will require a
separate building adjacent to the Advanced Simulation Center, Figure 5-1. This facility is being sized
for 30-100 GHz and small aperture seekers. The chamber will be 32 feet wide, 30 feet high and 50 feet
long. The targets and environmental effects will be displayed by an array of antennas under computer
control in a manner similar to the existing RF system previously discussed. The facility will be opera-
tional in late 1985 and is expected to be used into the 1990's. Early use of this facility will provide
a needed interim millimeter wave simulator capability for millimeter systems as well as a test bed for
millimeter simulator techniques to be employed in subsequent millimeter simulators.

The millimeter/microwave simulator facility will be a three-story, 285 foot by 185 foot building
adlacent and to the north of the Advanced Simulation Center, Figure 5-2. It will contain seven silnula-
tors, the required support equipment, and the office support space to be self-contained. A major feature
of this facility is the construction of the six simulation chambers for seeker-in-the-loop simulation and
the set of three chambers for the weapon system simulator. The chambers are multistoried rooms, with the
largest being 60 feet long by 50 feet high by 50 feet wide. The chambers are shown in Figure 5-3.

The construction of the millimeter/microwave simulator facility will begin in 1986 with first use in
1989. Of the seven simulators planned, three will be implemented initially:

10o Radiofrequency simulator: 4-12 GHz - operational 1989
o Millimeter simulator: 35-220 GHz - operational 1989
o Weapon system simulator: 0.5-50 GHz - operational 1990.

Two additional radiofrequency simulators, an imaging infrared simulator, and a second millimeter simula-
tor will be fitted out with equipment in an incremental sequence beginning in 1980 and ending with al'
chambers operational in 1993/94.

In the use of the new simulators, the US Army Missile Command will provide the basic facility, the •
staff for developing the specific user simulation, and the operations staff. The user, as in the current
simulators, will fund unique simulation hardware/software, development of his specific simulation, and
the operational cost of running his simulation. The user will define his requirements anid participate in
the simulation development and operat )ns. The US Army Missile Command will develop and operate the
simulation and participate in the data/system evaluation as requested by the user.
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SUM4IARY

Seeker- in-the-l oop simulation is a valuable and iiandatory source of information for management and
technical decision making in developing and fielding today's sophi1sticated guided missile systems. The
US Army Missile Laboratory has been a pioneer in providing state-of-the-art technology and capability in
seeker-in-the-loop simulators. This acti-ity was initiated in the late 1960's and has seen the success-
ful development and use of the Advanced Simulation Cen, er, which provides three major simulators and a
central ad1vancedI simulation processor complex. The simclators operate in the infrared, electro-optical
and infrared spectrum, All simulators provide realis~ic, controlled, dynamic targets in realistic

0 mission/engagement scenarios.

U'!velopinent and operation of the seeker- in- the-l oop simclations require a multidiscipltned staff who
interface with the simulation customer in defining and establ shing his simulation. Participation by the
simulation customer in developing and running the simulation i-ý required. A typical simulation develop-
7ient is conducted in five phases: Coordination and planning, iýevelopment, verification, operation, and
validation, analysis and documentation. A major activity in operating a seeker- in-the-lIoop simuiator is

0 design and prois isn of hardware/software to maintain the simulator as a state-of-the-art facility. This
design and build-up is best provided by the resident staff because of the uniqueness of the technical
requirem-ents. Softweare design, electronic/electric-al/mecharnical interfaces under computer control.
envirorwiental models, and the electromagnetic implementation/di splay of the models are the major tasks
involved.

Tne simulators have been used extensively for the part eight to ten years by US Army and DOD air
defense system and jaiirier developmient offices. Uver 150 major simulations have been accomplished to date
at the Adivanced Si-nulation Center~. Combined missile system evaluation and jammer evaluation are often
I CComplished simultaneously in a very cost-effective manner. Cost-effective benefits of seeker-in-the-
loop nave been repeatealy demonstrated by using simulation in a nix with flight tests to substantially
reduce the number of costly flight tests.

The JS Ar..y M4issile ayirnan is planning two 3eeker-in-the-loop siriulator expansion. programs: An
-- ' 'il-e.or sýi- 1a3tion facility to be nvperatinnal in 195 and a larger perrmanent raillimeter/m~icro-

*aoe si-ýulatiui facility iwhictl wil L beln initial operation in 1,989 with full up operation in 1g39394.
Ire pennanent facility wil ýruvile seven new seeker- in-the-luop sirmulators: Three radiofrequeitcy
si-jiltors, two -iil li eter sinulaturs, an i ajing inifrared sinulatur, and a weapon system simulator.
nIese si-noldtors will proiide long-:e-n support to rissile systvii developinent, depluyipent, ano threat

respunse -ioeifications.
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SUMMARY

The contribution of simulation techniques adopted in the design and development phases of the low altitude surface to air missile

system SPADA is here described.

"This contribution was given in two distinct areas: one as a tool to validate system concepts, the other in conjunction with field tests

to complete operational evaluation.

I. INTRODUCTION

A most demanding requirement which is common to most airforces worldwide is the defence of high value targets (typically airports),

within friendly territory, from low level, high speed air raids.

* The location of such defended targets is known to the enemy, and therefore attacks are pre-planned to take advantage of terrain

contours and of electronic countermeasures (screening and deception) so as to avoid or to delay detection by the defence systems

and therefore narrow in to the target, reaching useful we..pon release distances.
The Italian Air Force decided to develop a missile system specifically designed for airport defence, which should take particular regard

for the identification and integrity of friendly A/C. The resulting system, named SPADA, should be redeployed rapidly by virtue of

its modularization to enhgikce system survivability to attacks and to adapt to the change of objective to be defended.

2. PRELIMINARY DESIGN ACTIVITIES

By government decision, the three Italian Services were invited to adopt a single missile which could be employed in the A/A, S/A,

shipbome and groundbased roles. Following this lire of action. Selenia has developed the Aspide missile to satisfy this multirole

requirement.

Further, Selenia was tasked to develop a system in the groundbased role, which could exploit fully the characteristics of the missile

for the defence of airports and vital areas against low altitude attacks

The preliminary analysis of this reouirement implied the verification that suitable horizons for system deployment could be found in

,he vicinity of 'he arias to he defended.

In fact the useful range of the ASPIIE and the requirement for safe friendly A!X identification required extended visibility of low
flying AC. which seemed at first to he an almost impossible task.

This verification was a complex activity due to the large variety of terrain profiles which characterize the Italian territory. To expedite

the exercise, a software facility named SITING was developed.

3. THE SITING PROGRAMME
%s a first step. the terrain of interest .as hgiitized in steps of 250 to in the hasis of 2500)0 scale maps providing height lines every 5

elers [tie maximtum height per element was derived, and fed into an lAP svstem.
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FIG. S-I

* The programme provides a terrain mask related to each site selected (See fig. S-I). Here an exaale of digitized horizon is shown. The
shaded areas are those where a flying A/C is masked, the white areas are those where the A/C is visble.
The A/C is assumed to be flying in a theoretical terrain following mode at s preselected altitude.
Amongst all the available horizons thus made available, those suitable for system sift won seleted, and it was verified that for all
areas of interest system siting did not o.,er any significant problem, solving all initial doubts,

System design could therefore be initiated.

4. SYSTEM SIMULATION PROGRAM
As a design aid and as a verification of system concepts SELENIA relied upon a system simulation program based upon the theoretical
siting of system units to defend real targets against simulated attacks. The obvious advantage is derives from the adoption of ai simulation effort is that a large number of interactive parameters may be taken into account, asIl varied, to ascertain system accepta-
ble behaviour under a complex and comprehensive set of conditions. Such effort is also hig* codt effective.

4.1. SIMULATION ORGANIZATION

The block diagram in fig. 5-2 shows the main constituents of the simulation.

STERRAIN
MODEL

STHREAT
MODEL RN RESULT

SYSTEM

MODE L

• [ OPERATIONAL
LOGICS

FIG. 5 2

Here the terrain model provides the search and tracking radar visibilat. areas as a function of flight Altitude t¢oethcr %itih the coordi-

nates of system units location.
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The threat model provides the attack formation, A/C kinetics and ECM environment.

The attack formation may consist of any number of A/C flying in any configuration (wing, strimline, Vickers, etc.) and may be

broken at any point in time. An A/C breaking away from a formation may continue its flight autonomously. Each A/C may change

its altitude, heading and speed indipendently of the other aircraft.

4.2. SIMULATION TOOLS

Discrete and continuous events must be simulated. The former are sudden instantaneous changes which take place within the system

or threat scenario (i.e. the destruction of an attacking A/C); the latter are events which last a certain time (i.e. the flight of the

missile). Either events may be deterministic or prnbabilistic.

An ECM environment can be simulated, where techniques such as standoff, escort and self screening jamming may be adopted against

the search radar, the tracking radars and against the missiles. Each A/C may be flying in self screening mode and resulting mutual

screening is taken into consideration by the system.

The program takes into account also the jam strobe generation of the search radar, track on jam of the tracking radars and the home

on jam of the missile.

The system model provides the system components performance parameters. These are contained in subroutines and may be modified

by the operator.

The operational Woic define the operational modes and characteristics of the system, these too may be varied by the operator.

The interaction of the operational logics with the models defned above produces the simulation of the events which characterize

an attack on the defended target.

Such events have a probabilistic nature, therefore the selection of effective valuation criteria must be based upon statistics which are

relevant to system assessment.

The attrition rate and the survival probability of the defended target are taken as merit figures in this validation process.

4.2.1. OCktal Events Method( I ]

The critical Events method has been adopted to process discrete events. The status of the system and that of the threat are taken into

examination only when these Critical events take place.

- Some Critical events take place at known times because known a priori. These are:

- the A/C entering the operational scenario
- the A/C manoeuvring

- the A/C exiting the scenario.

Other critical events happen at unknown times because they are triggered by other critical events.

These are:

- A/C detection by the search radars

- A/C designation

- A/C acquisition by a Firing Section (F.S.)

- A/C entering the firing area of a F.S.

- missile launch

- result of the launch (intercept or miss)

- F.S. disengagement.

The delay between the generating event and that which ensues may be calculated making use of deterministic or probability functions.

In other cases, such delay cannot be calculated because the event is itself probabilistic. A typical case is given by the detection of a

target.

In this case, the delay may be evaluated by means of the "pseudo time stepping" technique. This technique consists in the perform-

ance of a test at programmable time instants to verify whether the critical event expected takes place and when. The test sequence

stops only when the expected event has taken place.

4.2.2. Time Stepping Method

This method has been supplied for the simulation of continuous events (i.e. the flight of a missile). Such events are usually repesented

by differential equations which can be integrated through the usual stepped techniques (Runge Kutta). During the adoption of the

time stepping method, the critical event time is stopped. The continuous event is followed through (i.e. missile flight to intercept) to

completion. At this time, such event becomes a critical one. This time is memorized as a delay and simulation is restarted from the

instant at which the continuous event began.

4.2.3. The Monte Carlo Method

This method has been applied to random events such as:

a. Discrete events having a given probability to occur are dealt with by using a sequence of pseudo random numibers having a flat
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distribution between 0 and I. It is decided that the event has taken place if the pseudo number extracted is less or equal to the

probability of the random event happening (i.e. the target kill).

b. Discrete events which we arm sure will take place following a random delay which starts from the generating event. This delay

can be evaluated by selecting a pseudo random number out of sequence having an appropriate distribution law and taking such

number as an estimate of the delay required (i.e. operator rection time). 0
c. Continuous events governed by random laws having a known distribution. Such events are simulated, with the appropriate distri-

bution, at time intervals which are related to the correlation time of the random variables (i.e. target scintilation).

S. SIMULATION STAGES

"The language adopted was Fortran V and the operational system was the UNIVAC EXEC-8. The programme consisted of 5500

statements contained in one Main. 37 subroutine and two additional procedures run on PDP processor. For convenience, the program

was divided into stages.

The first simulation stage consists of data reading. The second consists of the running of the program and results recording.

The third stage is the processing of the data recorded to derive statistical data of interest.

5.1. STAGE I STRUCTURE

During this stage, data relevant to the following models is read:

- Terrain

- threat

- system

No data is assigned within the program.

The parameters whikh characterize each of these models can be modified by the operator to verify the impact on overall system per-

formance.

5.2. STAGE 2 STRUCTURE

Here the program is run. The block diagram in figure 5-3 provides an outline of the flow of activities involved.
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5.3. STAGE 3 STRUCTURE

The data processed and recorded during stage 2 is here further processed fnd printed.

The main data consists of:

- attrition rate

- number of missiles fired by each F.S. and their total number

- mean, distribution function and cumulative probability of the following parameters:

Detection Center reaction times

F.S. reaction times

* intercept distances from the F.S.

6. UTILIZATION OF THE SIMULATION PROGRAM

6.1. PURPOSE

The simulation program served two main purposes. One was to validate the basic system design concepts, the other was to optimize

some of the system components parameters, mainly those of the radars, and to choose the best suited system operational logics. 6
Validation of design concepts was carried out by taking into examination a large area of the Italian territory, containing airports,

a naval base, a number of ports and othei vital areas.

Through use of the program SITING, the best suited emplacement positions for system sensors were identified. Results were further

checked on the field.

A number of suitable deployment configurations for the defence of the targets which matched the expected threat were found.

The threat model simulated attack raids which could be divided into two main groups:

- realistic Italian A.F. prepared raids

- raids prepared by the defence planners which exploited the weakest point of the defence without taking regard to the physical

flight limitations of attack AiC.

6.2. RESULTS 0
The results of the simulation program were such as to convince the Italian A.F. that the adoption of the ASPIDE Missile in the

groundbase configuration could result in an effective Air defence system and also convince the designers that the system could be

implemented and that it satisfied the requirements.

A number of computer runs were further carried out to ootimize some system parameters such as data rate, range and detection prob-

abilities and the logics governing the threat evaluation and target designation.

At this stage system specs were frozen and approved by the A.F. and funding was made available by the government to commence

development activities of the SPADA System.

7. SPADA SYSTEM OUTLINE

7.1. SYSTEM CONFIGURATION

The SPADA, in its basic configuration, consists of a Detection Centre (D.C.) and of up to four Firing Sections (F.S.).

The D.C. consists of an agile, phase coded, coherent chain search radar with integrated IFF and of a Command and Control Centre

manned by three operators.
The tasks of the D.C. are thosc of automatic: S

!arget detection and track while scan

- target identification

threat evaluation

F.S. desisnatior,
- tactical management or F.S. reaction S
The F.S. consists of a monopulse agile tracking radar combined with a CW illuminator, a Command and Control Centre manned by

one operator and up to a maximum of three missile launchers, each containing up to %ix rmLsies

The weapon adopted is the ASPIDIh ("% semactive homing nmislvc carrying a 30 kg fragmentation ty pe wathead, hang Jr. effective

range well in excess of 10 kms and inaintairing, throughout its flight, nlnoeuvrahilty sufficient to lake on rapidly manoreuvring ;it-

taLAking A/C.

Taqk of the F.S Is to engage the d-.signated target

It Is also worth mentioning that the SPAI)A 1) C can he ititegratcd in the %AI)(;i' netork
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7.2. FEATURES UNIQUE TO SPADA

The specific characteristics of the SPADA missile system, which make it unique amocg SHORAD systems, may be summarised as

follows:

a. possibility to deploy system units so that defence extends from small areas such as an airport to vast areas, up to 900 Sq kms,
such as towns and industrial plants. 0

b. possibility to exploit terrain contour to maximise radar horizons by siting system units up to relative distances of the order

of a few kms.

c. system modularity to cope with defence requirements which may differ because of threat density, target value and terrain

contour.

d. choice of a search radar having a useful range, also in high density ECM environment, which is well in excess of the needs of the

weapon employed. This provides a desirable lead time for unambiguous friendly A/C identification even in those cases where

damage upon mission reentry has occurred. Because of the extended range of such radar, a large flexibility of system component

siting is made possible.

e. automatic track initiation and TWS, down to very low altitudes and automatic identification process which takes into account

IFF reply and rules of behaviour of incoming A/C.

f. automatic performance of all basic functioni and transmission of all operational data (instructions, commandl and reports)

via digital link to minimize reaction times.

It. choice of a missile having an effective range in excess of 10 kms to assure flexibility in F.S. siting, consistent with points a, b

and c above.

8. POST DEVELOPMENT SYSTEM SIMULATION

Once the system components hardware and SW development had been completed in accordance with the specifications defined during

the design phase, Selenia was faced with the problems of system test and evaluation.

To optimize the management of related •' st and evaluation activities, it was decided to make recourse to a comprehensive simulation

facility.

Such decision came from a company policy aimed at the use of simulators for the whole military product line of systems in the field

of Air Defence using interceptors or missiles.

Through the introduction of simulators as specific tools for operational SW development and maintenance, the even more valuable

tasks of system evaluation, optimization and ease of operational spec modification were achieved.

9. SIMULATOR CONFIGURATION

9.1. GENERAL

The System Simulator, abbreviated for convenience to SIM, carries out on line and in real time the simulation of the environment

within which the SPADA may be called to operate.

The SIM is made up of dedicated hardware and environment simulation software.

Upon request, any of the sensors simulated may be replaced by a real component without the need for any modification.

rhe dedicated tIW consists of a radar simulator (sync + video) and a processing unit.

The rest of the SIM HW consists of the real units such as computers. consoles etc which make up the real Command and Control

Part.

The dedicated SW consists of as many modules as the number of units to be connected to the post to be simulated and of the S
operational scenario.

The operational SW is the real operational software running on the fielded system.

The SIM is divided into two main constituents:

a D.(C. SIM and a F.S. SIM.

Each one of these may operate alone or, when interconnected, they give way to the SPADA SIM. S

9.2. THE I)ETECTION (CENTRE SIM

This facility conisists of a System section, which includes a processing unit and equioment units identical to those making up the

real detection centre i.e. the NIX' 160 processor, the 3 M DU consolcs. the magnetk t,•pe unit etc. and of an Environment simulator,

which includes a processor. a search and interrogation radar simulator and sytenm input ,nutnut interfaces.



SYSTEM SIMULATOR

SEARCH

ENVIRONMENT SIMULATOR

Fl(;. 5-4 -THE D.C. SIMt

System SIM and Environment SIM are interconnected only through those interfaces and links which can be found in the SPADA;
i.e. the search radar, the four F.S.s, the NADGE link.

* ~The data rates in the SIM are those which can be found in real life.

The SW is organized in system section SW and environment section SW.

The systrnl section SW is the SW normally operating in real life.

The environment section SWN includes six packages; she search radar, the four fifing sections, the NAI)GE link.

The operational scenario SW will be deicribed further ahead.

* 9.3. THlE FIRING SECTION SINI
The F.S. SIM follows a similar organization as she DC SIM.
The F.S. SIMI System section consists ofone NDC-160, one MDU console and one Magnetic Tape Unit.

SYSTEM SIMULATOR

SI-10 tRAATR SYNC.SWVEEP,
ToS

ENIMUAOROMNSMLAO

I-lU.VDE ETC.SSI1

The1<. IM nvromei snuatr iz~st o aprue%~r aTrcigrarsnuir n tmI()ntrae

Th itrcnncio o het~rtin i trug tetrcin adlimiclo adrtre huctrrGr~ li l eciu enr

lanher inerondcthe o I het ectio nsi hog h rcigadilmnao ilr he anleadteIuctcn centri:
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9.4. THE OPERATIONAL SCENARIO DFDICATED SW

In order to stimulate the Environment Simulator and activate the system operational SW, a software module has been introduced

which simulates the tactical scenario.

The scenario in subject is the one which would be seen by the SPADA system thiough its radars. It therefore includes target plots,

clutter maps. IFF replies and ECM environment in the case of the DC. The same holds true for the FCS, where the external world

is seen through the acquisition and tracking radar and includes target plots, clutter and in particular noise and deception jammers.

The tactical scenario module is easily programmed off line due to the adoption of an interactive man machine set of instructions

and is contained within the SIM.

A further facility is given by the possibility of line recording of real trials in the field, and of reducing the data provided by the search

and tracking radars onto the tactical scenario.

10. UTILIZATION OF THE SIM

During the if-e.t half of i983, the SPADA system, in its full asset, was deployed at the military airport of Pratica di Mare. near Rome,

to verify through preplanned flight missions, the performance of the system components and of the system as a whole.

This test phase was meant to identify and perform those adjustments to the systems which were necessary to harmonize the sensors

performances operating in a real environment with the overall system performance required.
The flight test program was also meant to complete acceptance by the Italian Air Force of individual system compenents and their

integration.

The SIM proved to be effective in the identification of areas on which to intervene to bring system perfornance within specification

and in finding the most acceptable compromises between sensor desensitizing and false plot generation, limiting the generation of

false tracks (clutter tracks) to an acceptable level, as an aun to no more than one every half hour.

The algorithms governing AIC formation split and merge were further adjusted through analysis, on the SIM, of recorded field data

based upon specially organized flight tests.

In particular, the SIM was used extensively in the selection of the best suited algorithm governing the dimensioning of the radar plot

correlation gate.

In fac, only through field testing of the radar was it possible to measure range and azimuth precisons with the accuracy required for ]

the dimensioning of such gates, a critical factor which determines the rate at which false plots (i.e. plot; as•ociated with clutter returns)

are generated. I
Eight different flight tests were carried out during this initial phase, using small radar section A!C, in the main FlO4s or similar.

Flight scenarios were kept simple and were often repeated to ensure consistent resuhts were given by the system. The orographic sit. '

uation was also taken into account in optimizing system component siting. The Data and scenario related to system operation was . S
recorded and utiiized on the SIM to verify the following:

- detection

- track initiation

- track WS

- designation and acquisition

- track management capability

In the second half of 1983, having completed the initial test phase, the system was moved to the Grosseto Air Base utilizing truck

and rapid attachment wheel pairs The ease of transport of the system along a variety of road surfaces was most appreciated.

Here the tests were aimed at system operatioral evaluation making use of a high number of missions performed by the attack squad-

rons flying in from air bases Ihroughout the Italian territory.

The missions relied heavily on ECM support to further test the SPADA ECCM characteristics and were also perfomed by high nu- •

mbers of attacking AXC (up to 24). to verify system saturation.

The high costs associated with this essential and excnsase flight trial program, were contained b) making use of the SIM. Scenarios

were in fact recorded and rerun at the factory.

The perfect match between system responses in the real scenario and in the same scenario run on the SIM. convinced the user that

the simulator was an effective tool in all thie evaluation processes adopted. -

liven more demanding scenarios were created on the SIM to explore system extreme pertrmancc hbundaries exhaustively

In particular all the problems related to friendly AX identification were analyseýd and resolved

At present the system, fully refurbished, is allocated to the defence of a high value strik" airport in northern hal)

Further s)stems are undergoing the relevant iactory and field acceptance tests.

References:

I I .T. IIAPPH. 7/1i, additir,, of WlJmniii eii 1i' Ilr , ti/ ('.)M,) rarn'work TV ?.' /.1'Sh Viap" I/icni(J fe
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HOMING HEAD IMPERFECTIONS ALTERING MISSILE GUIDANCE 0
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SUMMARY Our purpose is to analyse the electromagnetic homing head imperfections which 0

mainly alter the missile guidance. We will deal with problems connected with

detection of the target (detection time, parasitic signals rejection, and

with phenomena introducing errors on target parameters measurement (thermal noise,

parasitic signals, nature of the target, radome aberrations ... )

I - INTRODUCTI3N

A homing head is to be found in missiles of most surface to air systems to achieve good

guidance even if the target is far from the launcher.

Here, we will only deal with electromagnetic homing heads. As the radar cross-section

of targets is much less than that of spurious signals (around clutter for example), the

homing head uses Doppler effect to get speed selection between target and spurious

signal. Such honing heads can be semi-active, or active ones.

Though a homing head is mainly a tracking radar, it has, before tracking, to detect the

target. That is the reason why we will deal with those two phases. But we will only

deal with the homing head imperfections which may alter the performance of that radar
and consequently the missile guidance.

Nevertheless the electronic counter measures are not taken into account here. 0

2 - DETECTION PHASE

The problem to solve is to detect the right target as quickly as possible.

tn fact, specifications of the system impose a probability of acquisition to be reached

in a given time.

In presence of thermal noLse alone, detection theory shows that a matched filter has to

be used.

Thus, if the target location (angular one, range one and velocity one) is perfectly
known, just one matched filter is necessary. But it is never the case, and findina of

the target is necessary. The beat way to satisfy specifications would be to use as many

matched filters as is necessary to cover all the possible locations of the target. This
will lead ti the lowest power to be radiated, but is it always reachable 7

Consider, first, the angular location of the target. As a homing head has only one

antenna, it is impossible simultaneously to have several angular cells. That rreans that

a compromise has to be found between the two followino possibilities

- using a narrow antenna beam "matched" to the tarciet and moving it until the target has

been detected 0

- using a wide antenna beam so that the taroet is inside the beam whatever its arllular

location is.
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As regards to the range and speed matched filters, it is theoretically possible to

have all those resolution cells simultaneously. But we have to keep in mind that, during

the tracking phase, only one cell is needed. Thus, if we consider the homing head cost,

it is not obvious that using all those cells will lead to the best solution.

In fact, from the point of view of the homing head design, one of the most important

parameters to be taken into account is the accuracy of target location (angular, range

and velocity location), this location being sent by the system.

And the angular location accuracy will allow the choice of the homing head frequency

to be taking into account

- the missile diameter imposes the greatest antenna diameter thus the beam width versus

frequency

- the atmospheric and transmission lines losses which increase with frequency

- the greatest power reachable at each frequency (for a given cost).

All that has been said before implies there is only thermal noise. In fact there are
parasitic signals which may alter target detection. The most important of these are
the spill over or transmitter leakage and ground clutter.

2.1. Spill-over 0

The spill-over signal i3 the fraction of the transmitted power which reaches the

receiver.

It is physically impossible to make the power of spill-over less than that of

thermal noise.

As, in most cases, it is not necessary to track targets whose radial velocity is
zero, the spill-over signal may be rejected by filtering in the frequency domain.

Thus the off-band attenuation of the Doppler filters is determined by the power

of the spill-over signal. Often, this off-band attenuation can only be reached
using cascaded filters.

Nevertheless Doppler filters can completely reject the spill-over signal only

if this signal is monochromatic (or if the transmitter is noiseless). As this is

not true, the spill-over power determines the amount of noise of the transmitter,
that is to say the noise level which does not alter the homing head sensitivity.

2.2. Ground clutter

Ground clutter has very often a power higher than that of thermal noise and even

that of the target echo. This means that, to detect the target, it is judicious to
separate the target from the clutter usinq the difference of velocity between the
two. This mean that, it is better to have no ambiguity in the velocity domain. To
have no 3ucI ambiguity, this leads to choosing a high pulse repetition frequency

if an active homing head is used. Therefore range measurement will be ambiguous

and eclipsing losses are introduced. These phenomena are to be taken into account

while determining homing head characteristics.

Ever if target ani ground clutter may be separated usinq velocity difference,

that is to say using Doppler filterinq, the same problem as for spili-over
occurs : ground clutter carries the noise of the transmitter. In that case, the

problem is more difficult due to decorrelation between the noise transmitted and

received.
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It means that some sensitivity problem may occur when the Doppler frequency of

the target is near that of the ground clutter.

When Doppler frequency of the target lies in the Doppler range of ground clutter,

the homing head sensitivity is imposed by ground clutter power and not by thermal
noise. This is due to the fact that a ground clutter signal looks like a noise.
Even if this noise is not absolutely white, no signal processing is able to
completely eliminate ground clutter. Therefore the homing head sensitivity is not
that given by thermal noise.

3 - TRACKING PHASE 0

The tracking phase is the most important one for the homing head. So we will try to
point out all the phenomena which may alter the miss-distance between missile and
target. We will deal with

- thermal noise 0

- angular glint

- noises introduced by signal processing

- radome aberrations

- effect of parasitic signals.

But we will not deal with Electronic Counter Measure effects.

3.1. Thermal noise

Thermal noise aZfects all measurements maue by the homing head, that is to say
velocity measurement, range one and angular one. Of course angular measurement is
the most important since guidance is mostly done using angular information. But,
in the homing head, angular measurement cannot be made if the target's speed and
range have not been selected.

According to Woodward formula, thermal noise induces a noise whose standard

deviation is Ax
/2R

Where ax is the measurement cell width and R the signal to noise ratio.

Therefore, in order to reduce noise measurement, cell width has to be reduced and
signal to noise ratio increased.

Cell width cannot be made as narrow as wished. It is obvious that if during
measurement time the target moves more than cell width this will lead to a sigral
loss. That is mainly true -or range and velocity cells because they are the smallest.
The same problem would occur if the target is sliced by the cells.

As for signal to noise ratio, we have said that a matched filter is always used.
But the signal to noise ratio to be used in Woodward formula is that obtained after
post-integration, that is to say the signal to noise ratio measured at the output
of tracking loops. This leads to using tracking loops as narrow as possible.

The limits of that narrowing are ;

- the angular tracking loop cannot have a time constant greater than the time

constant requested for the whole missile

- the doppler tracking loop cannot have a time constant greater than the anoular
tracking loop time constant

- doppler and range tracking loops have to be consistent with taraot manoeuvres.
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In fact tracking loops are often adaptative one in order to take into account

power fluctuations of the target signal. Nevertheless, and in spite of the

influence of thermal noise decreasing as missile to target range decreases, thermal

noise introduces a noise on the miss-distance.

3.2. Angular glint

A target seen by a radar is neither made with only one reflector nor with an

infinity. For a given angle aspect, only few reflectors have to be taken into

account.

As a target fluctuates around its trajectory, the phase of each signal reflected

by each reflector varies (the amplitude varies also but more slowly). Thus the

signal received by the homing head is a fluctuating one. Some power distributions

have been assumed by Swerling. This is true for all signals delivered by the

homing head antenna. S

Therefore the angular measurement is not a steady one. The point aimed at by the

homing head fluctuates and can even be outside of the target span.

Such a fluctuation introduces noise on miss-distance.

If would be interesting to reduce the noise induced by angular glint.

Filtering that noise is not always compatible with the time constant requested for

the whole missile. So that other signal processing have to be evaluated

- by isolating each reflector of the target •

- by finding angular signal processing which is less sensitive to angular cylint

than the usual one.

Notice that, when using antiglint, one has to be sure that the homing head is

actually tracking only one target, otherwise the missile would fly exactly

between the two targets !

3.3. Noise introduced by signal processing

We have said that thermal noise introduces noise which decreases as signal to

noise ratio increases. This would lead to no noise when the missile is near the

target (see the propagation formula). In fact, this is not true because the noise

of the last IF amplifier is not attenuated when the signal increases and/or

quantization noise have/has to be taken into account.

A good design of the homing head has to make that noise smaller than that induced

by angular glint. 9

An other source of noise that induces mrss-distance is the antenna pointing loop.

For simplification, antenna pointing may be split into a trackina loop and a

stabilization loop.

The tracking loop has to point the antenna to the target using information given

by the receiver. Thus its performance are imposed by angular measurement quality.

The stabilization loop has to make antenna pointing independant of missi'O

movements. Such a loop is necessary because guidance is made using angular

information measured in absolute coordinates. This loop has a oreater bandwith

than the tracking loop one. S



All imperfections of these loops will induce miss-distance. Among these
imperfections we can quote

- backlashes in antenna drive
- resonant frequency of antenna drive mechanism

- threshold of motor

- noises introduced by angular and/or angular rate pickoff

- imperfections in signal processing (for example quantization error and trigono-
metric approximations when it is digitally made).

3.4. Radome aberration

The shape of the radome is imposed by aerodynamic considerations. The choice of
its material is determined by thermal and strength constraints resulting from
aerodynamic stresses.

Unfortunately that does not lead to an electrically good radome. Radome introduces

losses and an insertion phase. If the insertion phase was independant of the point
considered on the radome, no modification on antenna beam would occur. This is not
true, and the major effect is an angular deviation of the beam which is called
radome aberration.

If radome aberration was the same whatever the antenna position was, nn problem
would occur during guidance. As radome aberration varies, de-stabilization of the
missile may occur In some flight conditions if aberration slope is too high.

In order to make the aberration slope as low as possible, the thickness of the

radome is not the same at every point and could be computed by specialized
proarams.

When the radome is manufactured some imperfections alter this theoritical result.

First, thickness can only be obtained with a given tolerance (tolerance has to
be compared with wavelengh).

Secondly, the material used may not be homogenous and a dielectric constant
change will occur inducing variations of electrical performance.

Thirdly, temperature causes dielectric constant variation. Here the problem is
difficult to appreciate because, during flight, temperature is not constant
throughout the thickness of the radome and is not constant along the radome 0
(it depends also on the missile incidence).

So, the radome has to be made carefully, then it is measured at ambiant temperature
in order to be rectified or to be compensated. Compensation means taking into
account the measured aberrations in the angular tracking loop.

But, even if this correction is perfect, it is not proven that this correction
will be valid during all possible flights (low altitude ones, and high altitude

ones).

The problem for the radome designer is thus to spectify the aberration slope he

can get within a given cost. At present, an aberration slope lying near 2 % seems •
to be reasonable.

The radome alco has o'he: imperfections but they do not react directly upon
guidance. Side-lobes level of the antenna increase in presence of the radone. TLas
is mainly due to reflections upon radome wall and diffraction by the radome tip.
There is also creation of a side-lobe corresponding to reflection of the antennd S
maen beam upon radome wall, and thus the angular position of that 1-he depends on

antenna angular position inside the radome.



8-6 --

3.5. Effect of parasitic signals

Parasitic signals can be defined as signals in prese'nce of which a bias may occur

in tracking loops. Thermal noise is, with that definition not a parasitic signal.

The most known parasitic signal is two tarqets instead of one I If the homing head

cannot discriminate and track only one of them, the missile will fly between the

two targets.

In order to minimize that occurence, the smallest gates are to be used. If it is

possible for velocity and range one, the smallest angular gate is defined by

antenna diameter and thus cannot be reduced as wished.

An other parasitic signal is ground clutter. If clutter was white noise, no bias

would occur. For diffused clutter that is true. But for an isolated building, for

example, it is not true and some precautions have to be taken to avoid tracking

loops being captured. •

4 - CONCLUSION

We have tried to point out most of the imperfections which can alter homing head S
working during the detection and tracking phases. A lot of them are inhere t in radar

theory (like noise, clutter), the others inherent in defects.

The result is that the homing head designer has to make compromises in order to obtain

tho "bLst" homing head. Fortunately progress in technology and specially in digital

processing leads to building a more and more powerful] homing head.
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ABSTRACT:

The hits are differentiated between direct hits and near
pass. In the case of near pass the fragmenting warheads
transfer the HE-energy to the target much more
effectively than blast werheads. With high hit densities
special syno--3tic or cumulative effects can be achie-
ved. This will be discussed in details. Special high
fragment beam densities can be obtained by aimable war-
heads. The effectiviness of warheads will be described
with the use of lethality models.

INTRODUCTIOV

The range of today's air targets is very multiferious, both with regard to their size
and to their speed. Apart from the large, but slow transport aircraft, air targets are
considered mainly to be fighter bombers whichconstitute a direct threat to defence.
Moreover, also the reconnaissance aircraft which usually fly at very high altitudes
qhould be taken into consideration.

Also missiles pertain to the class of air targets# e.g. navaltarget missiles that
attack close above the waterline and which are known as Sea Skimmers, or missiles that
attack on the dive. Both have an especially small-area silhouette.

Furthermore, tactical and strategic missiles must be considered, too. These are
particularly difficult to fight because they are relatively small and, on the other
hand, they have a rather tough overall structure presenting only very few vulnerable
components during the terminal flight phase.

In response to the great variety of air targets, the range of possible warheads is
very wide, too (Annex 1: "Air Target Warheads"). It is not possible to describe all
fundamental details within the scope of this paper, but an attempt is made to
highlight the operating principles and to indicate a few trends of development which
in the autor's opinion are of particular interest.

With regard to the warhead it does not really matter whether the launch platform is •
surface-based (Surface-to-Air-Missiles - SAM) or whether it is airborne (Air-to-Air
Missiles - AAM or AIM) (Fig. 2 - 9461). For the warhead, all targets are air targets,
whereas the missile has to take the respective launch platform into consideration with
regard to its seeker, guidance# controls# motor, look anglev direction of attack and
range. Perhaps different engagement situations may occur, depending on the type of
mission, and this must be taken into c-nsiderotton for the design of a warhead ( Fin.
3 - 9467).

DIRECT HITS

In the engagement of a missile with a target there are two basically different
possibilities (Fig. 4 - 9465):

- direct hits
- near misses.

Small-calibp- 'ectileq do n-ri.lly not have a proximity fuze and therefore need a
JiL_ýt hiL :. the target in order to succeed. The high repetition rate of guns can
well offer the opportunity of direct hits in a salvo, if the air target comes within
the range of the weapon system.

With missiles, which usually are designed for longer ranges, direct hits are rather
rare. The author knows of only one weapon system, namely BAels Rapier in the UK, which 0
has no proximity fuze but a semi-armor-piercing warhead for penetration into the air
target (Fig. 5). The warhead alone, which has an overall weight of ... kg and a charge
weight of .,. kg, is certainly sufficient to incapacitate an air target.



A comparison of the kill probabilities for projectiles of from 20 to SG mm caliber,
based on a considerable number of literature references (Fig. 6 - 9433). shows that in
the case of a direct hit the Rapier warhead should have a practically 100 t kill
probability against fighter-bomber class air targets. It should be emphasized that
neither the air target nor the direction of approach, nor the specific design of the
projectile are exactly given in Fig. 6 - 9433, which explains the wide range of kill
probabilities versus the caliber. 0

Mention should also be made of the fact that the structural weight of mediumranqe
systems (i.e., no shoulder weapuns) is Irwady so high that a direct hit on an air
target with a relative velocity of from 300 to 1000 m/s will result in heavy damage on
the target. Fig. 7 - 9445 gives an indication of the structural welqhts of a few
SAM's, and of the possible range of relative velocities - or impact velocities - and
the corresponding energies, as expressed in the equivalent kilogram weight of TNT.

When the warhead of a missile detonates before impact on the target, the missile
structure near the warhead will be heavily damaged. However, the maim mass of the
missile, which consists of the motor, stabilization, etc., keeps flying in the same
direction, at least over short distances of a few meters, and may therefore hit the
target to produce considerable damage. leeping this in mind, the usual severe require-
ment for the proximity fuze not to respond prematurely in the case of a direct hit may
not appear so very important. The larger the missile, the loes significant is this
requirement.

NFFECT AT MISS DISTANCE

In general, the possibilities of guided control at long range, or te soemer accuracy
- in particular in the case of counter-measures of the target to be attacked -, or,
the control accuracy of the missile against highly maneuverable targets are not
sufficient for direct hits to occur at high probability. Usually, the missile passes
by the target at a rather close distance of only a few meters. A few meters mean
almost a direct hit, when a typical target - a fighter bomber - about 20 to 30 a long
and 5 to 10 m wide is being considered.

In such a near miss, or near pass, "energy" must be released at the right moment in
order to fight the target efficiently (Fig. 8 - 9379). In general, this energy is
stored in the warhead.

SOURCE OF ENERGY

Quite generally, the source of energy is the chemical energy store4 in the high
explosive charge. The particular performance of high explosive charges is not its
extraordinarily high energy content, which is of the order of 5000 kJ/kg and, there-
fore, is only aboutonetenthof that of petrol or coal which use the oaygen of the air
for combustion, whereas explosives and propellants have the oxygen necessary for the
reaction (burning) stored in a molecular form. The specific feature of high exploSives
is their extremely high reaction rate, viz, their detonation velocity, this mean* thai
their "power" and gas production per unit time is greater by a factor of about 1O

than any other chemical reaction (Fig. 9 - 9377).

The reason for this is that the reaction is set off and is maintained by a shock wave,
namely, the detonation wave, which in high-energy military explosives propagates at
8000 to 9000 m/s instead of at only a few tens of meters per second, as in the case of
the combustion of rocket propellants (Fig. 10 - 9376).

According to the Germen DIN 20 163 standard, explosives are generally classified as
high e'plosives, propellants, primary explosives, and pyrotechnic mixtures (Fig. It -
9378). High explosives, in turn, are divided into military high explo3ivesP which ara
designed for high energy content, environmental stability, low sensitivity and long
in-service life, and 2ommercial explosives, which above all have to be fnexpensive.
CommerciaL h~gh explosives are again sub-classed as either blasting explos'ves or as
permissibles (permissible hioh explosivesi safety explosives for use in underground
mining). The latter produce no toxic r-Action products with NO and CO, and they are
alo not able to ignite firedamp.

The energy content of military high explosives for blast and fragment acceleration is
today largely extracted to the ultimate. In the near future there will he no high
explosives that have a higher energy content than RDX and HMX, which -. present A.-
the most wideiy used h.,; UA,-•iVe..

On the other hand, research and development for insensitive high explosives has made
considerable progress. Today there are high explosives available which in practice
resist to much higher temperatures, namely, to 200 to 300 OC, than do ROX (about 140
'C) or HMX (160/170 1C).

In particular, the hitherto preferably used "binding agent" TNT, which melts at about
80 'C, is being replaced by plastic binders. Such explosives are now mainly used in
filling the warheads of air-to-air missiles which are liable to attain enhanced
temperatures by aerodynamic heating. Moreover, insensitive explosive mtxtur-s are
being developed to be resistant to bullet attack and fuel fire hazards (Fig. 12
9436)
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BLAST EFFECT

All warheads for stand-off effect are filled with a high explosive charge. On

detonation of the latter, the latent chemical energy is released producing - in the

case of military high explosives - about 1000 liters of high-pressure high-temperature
gas (3000 OK - 5000 1K) per kilogram of explosive. Pressures are in tha order of .

several 10 GPa. The gas attempts to expand, thus compressing the surrounding air which

it pushes away. This results in what is known as a blast wave (Fig. 13 - 9381).

In general, the blast effect is considered to be easy to calculate. However, going

into greater detail one will discover the complexity of the interaction between a

blast wave that is characterized by peak overpressure pm , positive phase duration

t+p and positive phase impulse I+, and the target structuie that ma5y consist of rany

components having different strengths and natural frequencies of vibratinn (see the .

attached papers "Blast Waves in Free Air" (Annex 2) and "TNT-Equivalent': (Annex 3)).

For a rough estimate, a square-root law can be assumed for the charge weight in the

D-versus-W plane (Fig. 14 - 9383)s

D - K W,

where the value of K is in the range of 0,3 to 0,5 m/ kg, depending on the type of

target. For smaller charges, however, the distances D from the air target must not be

measured from a center of mass, but they must be taken from a line or surface of

reference (Fig. 15 - 9384).

FRAGMENT WARHEADS / FRAGMENT EFFECTS

The high-pressure gases from a detonating high explosive charge are capable of
accelerating the casing in which they are enclosed, and to impart it a high velocity

that depends on the charge-to-casing mass ratio. A smooth casing will be broken up

into so-called "natural fragments", that is into both small and large fragments. For a

most efficient attack to a target, however, a favorable size of fragment is sought,

which can be obtained by controlled fragmentation or by using preformed fragments.

Fast and heavy fragments, though few in number, can be produced from multi-projectile

warheads. Especially fast fragments can be obtained from the so-called multi-

shaped-charge warheads with peak velocities of up to 4 - 5 km/s.
A continuous, expanding rod can be obtained by a cleverly engineered arrangement of

rods that -.:rround the charge and which are welded together at their ends. Particu-

Larly high hit densities can he reached with "airable warheads" (Fig. 16 - 9413).

While a blast wave so-to-say continuously covers the entire space, thus having a quite

limited range of action, a detonating high explosive charge is able to bring a

fragment casing to a high velocity so that the fragments transmit concentrated energy

over long distances, however, this is done only along the discrete trajectories of the

fragments between the warhead and the target (Fig. 17 - 9468).

The fragments are accelerated for one by the shock wave that is induced in the casing

and which entails a material velocity of the casing, and, secondly, they suffer an

after-acceleration by shock reverberations and by the expanding reaction gases of the

detonation (Fig. 18 - 9382). Depending en the charge-to-casing mass ratio, velocities

are from about 1000 to 25C0 m/s. To a first approximation, which is actually valid

only for an infinitely long cylinder, the fragment velocity can be calculated from the

ratio of mass of the casing, m, to mass of the high explosive charge, c (usually

termed "metal-to-charge ratio, m/c), by means of the Gurney formula:

v - 2E (m/c + 0,5)1/2

where 2E is known as the Gurney energy constant, which is an experimental constant

having a value of between 2.0 and 2.8 km/s, depending on the type of high explosive

charge and on the design of the casing.

FRAGMENT KILL MECHANISMS

The call for an "optimum fragment" will imply the type of target components and oil the

kill meý....isms that are effective. If, however, optimization of the fragments is

considered with vulnerability models, then it is rather the "kill criterion" that has

heon used than the kill - ar.isun i-L -. v ilapýLanLe ,rr.-. 94 - 4E2'.

The following kill mechanisms can appear ( Figý 20 - 9415): •

- penetration or perforation performance, P, which certainly is the fundamental
quantity

- depth of penetratiun, combined with the diameter of the hole, Px0; this

indirectly implies the hit probability agaipst a large number of components,

such as wire bundles, rods, hydraulic lines, etc.

- volume V as determined from depth of penetration times cross sectional area of

the hole, Px0 0
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- momentum, which is particularly significant for the plastic deformation of com-
ponents

- energy, with energy meaning practically the same as volume, because the depth of
penetration and the volume directly correlate with one another (Fig. 21 - 9447)

- structural kill, which is derived experimentally from the geometric mean of
energy and energy density, which also involves specific cumulative or syner-
gistic effects

- power P, which is given by energy per unit time.

All the quantities given above are usually valid not only for a single fragment but
also for the sum of many fragments that hit a target. They must therefore be consi-
dered in context with the hit density, i. e., with the number of hits per unit area.

The dimension of the structural kill criterion is that of a force, which can be
expressed in Newtons. The number of hits required to fulfill this criterion must be n>

50. Practical values for the structural kill criterion are values of I MN and above
(Fig. 22 - 9416).

The power or power density criterion has been little used up to now because the
cumulative ad synergistic effects have not yet been investigated experimentally to
satisfaction (Fig. 23 - 9464).

Considering the critical components of a typical air target and the kill mechanisms
that can destroy there, one will find that the entire range shown above plus the
fragment velocity, which may be responsible for the reaction and/or for the initiation
of propellants and high explosives, are involved (Fig. 2A - 9418).

CUMULATIVE ANJD/OR SYNERGISTIC EFFECTS

The question is: how can a higher kill probability against an air target be achieved
(Fig. 25 - 9463)? Quite generally, this is possible by more energy, which in
particular means higher frigment velocity, since this contributes to energy by its
square, and by more mass, which appears in the energy term only linearly. However,
more velocity and more mass for the fragments usually means heavier and bigger war-
heads.

The above example has shown that specific effects, such as structural kill and power
density, go along with higher hit density, i. e. with narrower fragment beams.

It has also been mentioned that the efficiency can be increased by what is known as 0
synergistic effects. Synergistic means that an effect A and B is not equal to the sum
of A plus Bp but is greater than A plus B.

We shall now briefly explain the mechanisms of action of the cumulative effects. If
the individual impacts of fragments in a target are spaced widley in time, i. e. t<

tcr, they will cause no specific weakening of the target. If, however, the fragments
impact at high area density and in rapid succession, I. e. when t < tcrt then
cumulative effects will occur. In general, cumulative effects can be classed as
mechanical, hydraulic, and vapourific effects ( Fig. 26 - 6996 a).

Mechanical cumulative effects are due to the superimposition of the individual
fragment impacts in the targetr when the fragments are not Independent penetrators,
but when there are interconnected impacts by a concentrated fragment beam, this means,
the fragments at high number density per unit area and within a very short interval of
time (Fig. 27 - 9419).

The uapper part of Fig. 28 - 3761 shows an x-ray flash radiograph of a fragment beam,
the lower part shows the effect in a spaced target consisting of 4 mm thick DURAL
plates spaced at 100 mm.

When a fragment hits a target plate and perforates it, both target and fragment
material will partially vaporize. Thia vaporized metal is very susceptible to reaction
with the oxygen of the surrounding air. The sequence of frames of a 7-mm steel sphere
perforating a 2-mm DURAL plate at angles of 00, 30', and 60', which were recorded as •
shadowgraphs from an argon flash bomb background illumination at a speed of 10 frames
per second, clearly show the formation of this fine dust cloud, in particular on the
side of entrance of the sphere (Fig. 29 - Fig. 31, 3762, 3759, 3760). This vapour
cloud of very fine metal with new and non-oxidized surfaces reacts with the oxygen of
the air and in this way creates an additional pressure that acts on thE target plate
from outside. The smoke marks that can often be found on the impact side of the target
plates are due to thir -thenomenon.

But also on the rear side there is fine target and fragment material which has a very
high reactivity with the oxygen of the surrounding air. The pictures in Fig. 32 - 4117
show how the fragments Increasingly shatter on impact with increasing velocity of
impact, in this case it was a steel and a cadmium sphere with velocities ranging from
700 to 1600 m/s and fired against a 2 mm DURAL plate. Fig. 33 - 4127 shows the almost
complete shattering of a 9 mm diameter steel sphere fired at velocities as a function
of the impact velocities ranging from 300 m/s up to about 3000 m/s ( Fig. 34 - R.
Recht).
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The reaction of the vapour cloud with the oxygen of the air occuring on impact in
front of the target plate creates a very short external overpressure that acts on the
target plate and which in the c:se of high hit densities may well crush a planking.

On the other hand, the reaction in the closed volume behind the target plate will heat
the gas by reactions and/or by the hot and small fragment particles, thus creating a
quasi-static internal overpressure. This overpressure can be measured and lasts for
several milliseconds (Fig. 35 - 9437 and Fig. 36 - 3259).

A hydraulic shock effect is produced when liquid tanks are hit by fragments or
projectiles. It seems surprising at first glance that the perforation performance of
the fragments decreases again with increasing velocity (Fig. 37 - 7928). For 3.5 gram
and/or 7 gram fragments, the highest penetration performance is obtained in the range
of about 1200 - 1400 m/s. This is readily understood when the deformation of the
'ralments at different velocities is examined (Fig. 38 - 7944).

While they are only slightly shortened at 600 m/s, they arc slightly eroded and
deformed mushroom-like at 1000 m/s, and they are strongly eroded when they are shot
into the water at a velocity of 1800 m/s. With increasing velocity, the fragment area
is increasingly broadened and the mass is reduced by erosion so that the fragments
velocities, in particular the first tanks are more and vore damaged by the stronger
hydraulic shock caused by the higher energy induced (Fi(i. 39 - 7942 and Fig. 40 -
7943). A considerably stronger destructive effect caused by addition and cumulation
will of course occur when a greater number of fragments hit a hydraulic tank.

The critical time differences necessary for cumulative and synergistic effects can be
derived from an analysis of the phenomena (Fig. 41 - 9420). In metals, the shock waves
must superimpose and the hit density must be relatively close. Assuming, for
simplicity, that the fragments have a distance of not more than 50 mm from one another
and that the sound velocity is 5 mm/us, one will find a critical time difference of
about 10 us for the hits of fragments. For the superposition of shock waves in a
liquid with a typical sound velocity of 1,5 mm/us, a critical time of 100 us will
result when the fragments impact at distances of 150 mm from one another.

For the quasistatic overpressure, produced by fragment impacts in a closed chamber,
times will be in the range of 1000 us, or I me.

In other words, this means that cumulative vapourific effects by internal pressure
enhancement will practically always occur, if only the hit density is sufficient, i.
e. when many fragments enter the same area or volume. Superimposed hydraulic shock
effects require time intervals that are shorter by a factor of 10, and the mechanical
cumulative effect requires a particularly "simultaneous" arrival of fragments.

Apart from hit density and hit rate, also the specific shape of the fragment plays its
part in the cumulative effects, in particular in the vapourific effect.

AIMABLE WARHEADS

Warheads can be classed Pccording to their fragment distribution ( Fig. 42 - 4626 a).
Sometimes, wide elevational fragment spray angles are required or provided in order to
hit a larger area of an air target and/or in order to "compensate" for inaccuracies of
fuzing. However, this means that a large number of fragments will miss the target -
depending on the miss-distance and on the size of the target.

Narrow fragment beams, down to parallel fragment trajectories, are required in order 0
to achieve an enhanced cumulative effect. In this way, cumulative and synergistic
effects can be obtained at least up to certain distances.

A very narrow beam is obtained with the continuous rod warhead, in which the rods,
which are welded together at their ends, unfold as a continuous ring. However, this
type of warhead is now less anC less used at the higher relative velocities and more
complex interceptions, because the expansion velocity of the ring from such a warhead
is for various reasons limited, and because the targets have struts and reinforcements
at certain pl~ces whi:h eliminate a structural kill by such a warhead.

Aimable warheads give higher hit densities, i. e. fragments per unit area, which
depend less on distance.

The dependence of the hit density on distance is evident from the following simplified
formulas ( Fig. 43 - 7932a). For a conical angle of aperture, the hit density n
decreases as the square of the distance R (n U R/I'). In the case of parallel fragment
trajectories it goes linearly with distance (, J 1/R), and for an aimable warhead with
exactly parallel fragment trajectories it would be completely independent of distance,
n - konstant).

Moreover, one should distinguish between directional and aljmable warheads (Fig. 44 -
4472). "Directional" warheads always have a specific direction, e. g. the missile axis
or transversely to it, that is, a radial direction or even multiple radial directions.
In the case of radially "aimable", a radial specific direction of fragment of energy S
performance is created only immediately before detonation of the warhead, i. e. at
target engagement so-to-say.
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with today's high engagement velocities and high ma1neuverability of air targets and
missiles, directional warheads cannot be used at present, at least not with the
technology existing at present. Ideas to use e. g. elliptic warheads and to aim at the
target with the wide side of the warhead by rotating the entire missile have
repeatedly been abandoned.

However, several institutions have undertaken to study "almable warheads". But also
with these, "mechanical adjusting" or aiming of the warhead within the missile with
the means availeble today has proven to be too slow in most of the cases. The space
and weight required for control unite that would permit fast rotations to be made are
too much for to pay off.

Tn contrast to this, "steerable" warheads, i. e, such in which aiming is achieved by
control of the detonation wave or "detonation wave aiming", can be put into action in
almost no time, i. e. within a span of microseconds. However, the gain in fragment
velocity is only 10 to 20 %, And the gain in energy at comparable hit densities is
therefore about 20 to 40 %, which is rather moderate.

A "mechanical deformation"p e. g, by pyrotechnically opening the warhead to present a
large area, will also require too much time to be practicable.

Considerably higher hit densitJis can be achieved by "deforming the warhead", in
particular by "detonative deformation" with which the entire Sequence of functions is
a mattet of milliseconds.

For a better understanding, Fig. 45 - 7838& schematically shows a "steerable", a
quadrant opening as a "mechanically deformable" and a "detonatively deformable"
warhead.

The increase in eff'ciency of a warhead can be considered with regard to the increase
in energy imparted to the target and, hence, to the increased kill probability
(expressed in terms of a higher E/En) at constant distance R and constant warhead
mass M , or with regard to the incre se in distance, R/R , at constant energy E and

constant warhead mass M , or with regard to a redaction in mass, M/N , at conAtant
energy E and constant Riss-distance R . Fig. 46 - 9438 gives a rough

0 
indication of

the valuies for a warhead with detonatio wave aiming and for a detonat0vely deformable

warhead as compared to a conventional fragment warhead. The gain In energy of the
warhead wit- detonation wave aiming is about 20 to 40 %, whereas the increase in range
is only of the order of 10 to 20 %, or the reduction in weight is in the range of 0,8
to 0.7.

In the case of a detonatively deformable warhead the gain factors are much more
favourable: the energy gain is about 2 to 4, which means a correspondingly higher kill
probability, the factor of increase in permissible miss-distance or range is about 1.4
to 2, and the warhead mass can be reduced by a factor of 0.6 to 0.4.

The relative costs for a detonatively deformable warhead are higher by a factor of 2,
the required more complex safety-and-arming unit by a factor of 10, and the specific

sensor giving the required azimuthal resolution is by a factor of 1,5 more costly
than a regular sensor of a conventional warhead, respectively tFig. 47 - 9439). These
relative costs can be quantified by multiplication by the fractional costs of the
components, the warhead itself is in the range of 3 %, the safety-and-arming unit
around o,I %, and a regular proximity fuze runs up to about 10 % of the overall costs
of a missile. The total fractional costs for a conventional warhead including the SAU
and the sensor amount to ibout 13,1 %.

By multiplying the increased costs for the detonatively deformable warhead by the
fractional costs, one will find these to amount to about 1 % for the SAU, about 6,6 %
for the warhead, and about 15 % for the sensor, which adds up to 23 S. This means that
the fractional costs of these components rises from 13 to 23 % of the missile costq.
This does not include the costs for the launcher, for the firing unit, for logistics,
etc.

However, the highest gain by a detonatively deformable aJnable warhead will have to be
traded in for the highest costs and risks of development. At present, certainly not
all components have already been developed for producibllity; a development period of
5 to 6 years and an evaluation time of another 2 years will have to be taken into
consideraticn. This means that the earliest in-service use of a detonatively defor-
mabie warhead could be in eight years' time from now (Fig. 48 - 9440).

On the other hand, the components for a warhead with detonation wave aiming are known.
For a specific warhead geometry they would only have to be alapted and tested by an 6
adaptation development, which appears to be feasible within a time of 3 years,
including the required environmental proving. Evaluation would require another 2 years,
so production could commence in about 5 years.

__ S
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COMPARISON OF WARHEADS

With the SIDEWINDER warhead as an example, we shall now present the various principles
of warheads, as they are used in practice or as they might evolve.

The Mk 98 warht..id contains a cast aluminized HBxl charge and has a smooth steel
casing, which on detonatioii of the charge is broken up into controlled fragments by a
"sheet of plastic liner with a roof pattern (Fig. 40 - 8363 and Fig. 50 - 8373).

The Mk 9L warhead contains a plastic-bonded high explcsive charge with 2 layers of rod
fragments. A very narrow fragment cone is produced by double-end ring-initiation (Fig.
51 - 8362).

A detonation wave aiming warhead with an 8-fold simultaneous initiation along a
cylinder generating line by means of a detonative logic is sketched in Fig. 52 - 8360.
It has been mentioned above that the technologica) details do in principle exist. They
need only to be adapted to the given warhead mass and geometry.

Finally, a detonatively aimable warhead with its deformation charges, an attenuaticn
layer, the main charge, etc. is schematically shown in Fig. 53 - 8361.

Quite generally, the costs of the warhead proper of surface-to-air missiles are of the
order of 3 % (Fig. 54 - 9441).

The continually increasing costs, in particular those of seekers and sensors make it
possible to introduce also more efficient and, hence, also more expensive warheads,
the fractional costs of the warhead and of the safety-and-arming unit would in this
case not change at all. This becomes evident from a look at the trend of the costs of
new missile systems quite generally (Fig. 55 - 9442).

MODELS OF EFFECTIVENESS 0

The statements usually made about the effectiveness of warheads are based mainly on
model calculations. Quah.titat ive measurements at modern air targets are relatively
rare. Trials are usually conducted against older components of aircraft or against
entire older aircraft. Owing to the exorbitant costs of such trials, their number is
rather limited. The uncertainties of a correct extrapolation become still higher,
because modern targets of the potential enemy are not available.

Calculations of the encounter probabilities in azimuthal and polar (elevationJal)
directions, and of the relative speeds to be expected present no problem (Fig. 56 -

9443). More critical are the ways of calculating thf fuzing times by means of fuze
models, because the complex physical phenomena, in particular the ones involved in
radar sensors, are only difficult to describe. In general one determines one trajec-
tory and makes the warhead detonate on this line at constant distances in order to
calculate subsequently the locations of the hits in the target. With the type of war-
head known, the velocity, mass etc. of the fragments hitting the target can be given
exactly. On the other hand, also the material thicknesses to be perforated, the frag-
ment residual velocities, the hits, and the depth of penetration in critical compo-
nents can be calculated exactly if the target is known.

Statements as to whether components that have been hit will really be incapacitated
should be regarded critically. As was mentioned above, the component kill criteria are
:ritical per se and, on the other hand, they depend to a considerable extent on the
velocity, mass, density and shape of the fraymeints as wall as on the roal nu~bor Cf 0
hits, on the hit density, on the pyrophoricity of the fragments, and so on.

Statements as to the behavior of the target when one or Several components have been
damaged will usually present no problems.

Usually, a quite simple damage prediction criterion, namely enetgy density, is
empluyed because the kill criteria and the kill mechanisms for the individual compo-
nents are in most of the cases not known with sufficient accuracy (Fig. 57 - NWC) . •
Energy involves mass and velocity in terms of the known relationship, which for many
components may be not absolutely correct, but which, on the other hand, should not be
too far from reality. This criterion is correct at least in the case when, so-to- say,
gauge firings have been made within the ranC's of the applicable and given fragment
masses and velocities. The more the fragment velocities and masses depart from the
gauge firings, the greater will be the deviation from reality.

Several other examples of trial firings against aircraft ccmponents are presented, in 0
which synergistic effects have occurred, owing mainly to very high fragment velocities
and high rate of impact.



SUMMARY

Direct hits are certainly the most effectivi ones. When an SAP warhead of a missile
detonates inside a targets a very high kill probability can be expected owing to the
relatively high warhead mass and charge weight as compared to those of a me-
dium-caliber projectile. When the missile is not too small, its weight alone will
suffice for a considerable damage to be done in an air target in the cage of a direct
hit.

When a missile is likely not to hit the target, it will have to carry a warhead that
transfers energy from the missile's trajectory into the target. Ey a suitable
proximity fuze, the warhead must be initiated at the "right" moment, as the missile
passes by the target, and the energy stored in the high explosive charge will then be
released.

The blast wave acts to all sides, but it has a comparatively short range as compared
to a fragment warhead. Fragments are much more efficient in transporting energy from
the missile, or warhead, to the target, but they can do this only along their discrete
trajectories. The possible range depends in this case on the weight of the warhead
and, hence, on the number and velocity of the fragments as well as on the size and
hardness of the target, on the engagement situation, and on the type of fragments and
on the density of the hits.

As to aimable warheads, a moderate gain in the rAnge of 20 to 40 % can be obtained, 0
with a relatively small development and production effort, through steerable warheads,
and a gain by a factor of 2 to 4 can be obtained by detonatively deformable warheads,
though only with greater effort in development (Fig. 58 - 7496).

The advantages and disadvantages of the various types of warheads, and a relative cost
comparison with a natural-fragment warhead are shown in Fig. 59 - 9469.

Today, conventional fragment warheads have more or less reached a technological limit
that permits only insignificant improvements, or rather adaptations to missile systems
and ootimizations for modern air targets, to be made. Aimable warheads, however,
constitute a considerable potential which does not yet seem to approach a techno-
logical limit of development (Fig. 60 - 7868 a). Therefore, considerable effort should
be directed towards developing and productionizing this type of warhead. This could
bring about a real technological progress in air target defence.
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Surface-to-Air Missiles

SKinetic E
Designation Launch Mass kg Speed ki TNT

Rapier 43 Ma 2,0 1,8
Crotale 80 Ma 2,3 4,5 0

Indigo 121 Ma 2,5 8,1
Roland 63 Ma 1,6 1,7
Chaparral 84 Ma 2.5 5,6
3A 2 (Guideline) 2300 Ma 3,5 302,0
SA 3 (Goa) 950 Ma 3.5 125.0
SA 4 (Ganef) 2500 Ma 2,5 168,0
SA 6 (GainfuL) 550 Ma 2,8 46,0
SA 7 (Grail) 9,2 Ma 1,5 0,2
SA 8 (Gecko) 190 Ma 2,0 8.1 S

SA 9 (Gaskin) 30 Ma 2,0 1,3
SA 10 1500 Ma 0,0 580.0

Fig. 7
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Warhead / Missile Costs
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VulnerabiLity Effechveness in Respect

Model Strijcture to Aernal Targets
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Performance of anti-aircraft Warheads
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- present capability and future technology for seeker systems simulation
- warhead technologies

- homing head imperfections altering missile guidance
terrain bounce countermeasures against monopulse seeker system.

The material in this publication was assembled to support a Lecture Series under the sponsor-
ship of the Guidance and Control Panel and the Consultant and Exchange Programme of
AGARD.
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